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ABSTRACT

In the post-genome wide association study era, an important objective is developing a more comprehensive understanding of the biological mechanisms through which genetic variants affect complex traits such as disease susceptibility. Integrative multi-omics association analyses have the potential to elucidate these underlying molecular mechanisms, and the increasing availability of summary-level data makes integrative methods that use only summary statistics as input particularly valuable. But, there are several challenges in performing integrative association analyses using summary statistics. In this dissertation, we develop novel statistical methods and computational tools to address existing challenges and limitations in the joint analyses of multi-omics data from multiple perspectives. In addition to the development of general integrative analysis methods, we make tailored developments to address specific questions in identifying molecular associations of complex trait-associated genetic variants, to integrate statistics from mediation analyses, and to identify genes that are consistent with a causal model in which their expression levels affect variation of a complex trait (such as disease susceptibility). The proposed methods and tools have been applied to study multiple diseases and traits, and they can also be broadly used in many other areas to infer multi-study joint associations, conditional associations, mediations and potential causal associations with only summary statistics as input.
CHAPTER 1
INTRODUCTION

1.1 Overview

Genetic and genomic variation explain varying and often substantial proportions of variations in complex traits and diseases [Muñoz et al., 2016; Polderman et al., 2015; Cannataro et al., 2018]. Genome-wide association studies (GWAS) have identified a large number of these associations between genetic variants and complex traits [Buniello et al., 2019]. In the post-GWAS era, there is significant interest in elucidating the biological mechanisms through which genetic variants affect complex traits. For example, understanding the molecular mechanisms through which genetic variation influences disease processes is critical for identifying treatment targets and prognostic indicators as well as for developing an improved understanding of how various molecular features interact to contribute to disease etiology and progression. To identify these important molecular mechanisms, integrative association analysis methods that utilize summary statistics have become a popular approach for analyzing multi-omics data because of the rapidly increasing availability of summary-level data [Pasaniuc and Price, 2017; Aguet et al., 2019] coupled with the potential for improved power and/or a more comprehensive understanding of underlying biology that can arise from jointly analyzing multiple data types. Yet integrative analyses pose several challenges, and novel statistical methods and computational tools need development to address these challenges. In this work, we develop novel integrative analysis methods and computational tools to address existing challenges and limitations in the joint analyses of multi-omics data from multiple perspectives. In addition to the development of general integrative analysis methods, we make tailored developments to address specific questions in identifying molecular associations of complex trait-associated genetic variants, to integrate statistics from mediation analyses, and to identify genes that are consistent with a causal model in which their expression levels affect variation of a complex trait (such as disease susceptibility). The pro-
posed methods and tools have been applied to study multiple diseases and traits, including cancer phenotypes (breast, ovarian and colorectal), anthropomorphic traits, inflammatory bowel diseases, lipid traits, and schizophrenia, and they can also be broadly used in many other areas to infer multi-study joint associations, conditional associations, mediations and potential causal associations with only summary statistics as input.
1.2 Background

1.2.1 The heritability of disease and traits

For more than a century, scientists have known that human traits often cluster in families [Galton, 1886; Fisher, 1918]. The familial aggregation of complex diseases [Edwards, 1969] coupled with the higher correlation of such diseases in monozygotic twins compared to dizygotic twins [Siemens, 1924; Boomsma et al., 2002; Polderman et al., 2015] spurred the search for sources of disease/trait heritability – the proportion of the total variation in a disease/trait that can be attributed to genetic variation [Visscher et al., 2008; Falconer, 1967]. Thus, studying genetic variation and its effects on human complex traits such as disease (and disease susceptibility) became a major research focus with implications for human health.

1.2.2 Germline genetic variation

Genetic risk factors for disease are often inherited through the germline. Before the advent of high-throughput single-nucleotide polymorphism (SNP) genotyping technology, researchers used pedigree information in conjunction with sparse genetic markers such as microsatellites [Hearne et al., 1992] or restriction fragment length polymorphisms (RFLP) [Botstein et al., 1980] to identify potential genetic sources of complex diseases. Given the sparsity of genotyping, pedigrees were necessary for researchers to determine which genetic markers were co-segregating with disease phenotypes in families (e.g. in analyzing genetic linkage) [Morton, 1955; Morgan, 1911]. But in recent decades, the advancement and decreasing costs of first SNP microarray [LaFramboise, 2009] and then Next Generation Sequencing (NGS) [Shendure and Ji, 2008; Baker, 2012] technologies have allowed for analyses of entire genomes from large samples of unrelated individuals [Carlson et al., 2004]. By evaluating the associations between complex diseases and loci where DNA sequences vary in the population at a single position (e.g. SNPs), such genome-wide association studies (GWAS) have the
potential to identify multiple sites in the genome with modest effects on common diseases [Hirschhorn and Daly, 2005; Manolio, 2010]. Indeed, tens of thousands of unique associations between germline genetic variants and human complex traits have been reported in published GWAS, and the list is still expanding [Buniello et al., 2019].

1.2.3 Somatic mutations

In addition to inherited germline variation, genetic variation can also affect complex traits through somatic mutations. Rather than being inherited and present in all of an individual’s cells, somatic mutations arise during cell replication and may be present in only a subset of cells in an individual. There are several forms of somatic mutations, such as point mutations, chromosomal translocations, and copy number alterations (CNAs). Figure 1.1 illustrates the phenomenon of copy number alteration, where a large genomic region of a chromosome is either deleted (left) or amplified (right) during replication. Acquired somatic mutations are a hallmark of cancer, affecting all cancer types [Watson et al., 2013]. However, somatic mutations also affect other traits such as some neurological disorders [Poduri et al., 2013] and are being increasingly identified as associated with diseases other than cancer.

![Copy number alteration](image1.png)

Figure 1.1: Illustration of copy number alteration (CNA). A large genomic region (shown in orange) is either deleted (left) or amplified (right).
1.2.4 Molecular (omics) traits

Whether genetic variation is inherited through the germline or acquired through somatic mutation, it is important to understand the biological mechanisms through which these genetic variants act to influence disease processes. Such understanding is necessary to determine the biological and clinical relevance of genetic associations, such as identifying potential treatment targets. However, these biological mechanisms are not always known. For example, the majority of trait-associated SNPs reported by GWAS reside in non-coding regions of the genome [Hindorff et al., 2009], obscuring their functional connections to disease. Because genetic variation also affects the human transcriptome [Gilad et al., 2008], DNA methylome [Smith et al., 2014], histone modification [McVicker et al., 2013; Grubert et al., 2015], proteome [Johansson et al., 2013] and other intermediate traits, studying the effects of genetic variation on intermediate, molecular phenotypes may help further understanding of the underlying mechanisms of complex diseases.

As illustrated in Figure 1.2, regions of DNA are transcribed into mRNA, which is subsequently translated into protein. Proteins carry out various functions throughout the human body, including disease-related functions such as immune [Schroeder and Cavacini, 2010] or inflammatory response [Inohara and Nuñez, 2003; Zhang and An, 2007]. Therefore, disruption to normal activity in one of these steps, or to processes that regulate them, has the potential to cause or mediate disease processes. Studying effects of genetic variation on the transcriptome and proteome, as well as other molecular omics traits, may reveal the biological mechanisms through which genetic variants affect disease.

![Diagram](DNA mRNA protein)

Figure 1.2: Illustration of transcription and translation. Regions of DNA are transcribed into mRNA, which is then translated into protein.
Molecular quantitative trait loci (QTLs)

In order to systematically study how genetic variation affects intermediate phenotypes, many studies of molecular quantitative trait loci (QTLs) have been conducted. Molecular QTLs are sections of the genome where genetic variants are associated with variation in molecular phenotypes. These associations may occur in “cis” (i.e. with local or proximal genes/phenotypes) or in “trans” (i.e. with distal genes/phenotypes). At a QTL, one allele is associated with increased levels of the quantitative trait while the other allele is associated with decreased levels, as illustrated in Figure 1.3. In the example, an adenine nucleotide (“A”) at the locus is associated with increased transcription of a nearby (a.k.a. cis) gene whereas a thymine nucleotide (“T”) is associated with decreased transcription of the gene. Since the SNP is associated with gene expression levels, it is called an expression QTL (eQTL).

![Illustration of an eQTL](Figure 1.3: Illustration of an eQTL. Individuals with the “A” genotype tend to have higher levels of gene expression than individuals with the “T” genotype.)

QTL studies may be valuable in elucidating the biological mechanisms through which genetic variants affect complex traits. For example, trait-associated SNPs are enriched for eQTLs [Nicolae et al., 2010]. Thus, many trait-associated genetic variants likely affect complex traits through their effects on molecular traits such as gene expression. Performing integrative analyses of disease GWAS with studies of effects of genetic variation on omics traits, such as QTL studies, may help identify the mechanisms underlying disease processes.
1.3 Integrative omics analysis

In order to gain a complete understanding of the dynamic system of the mechanisms and the interplay among different omics data types underlying complex diseases and traits, methods have been proposed to simultaneously consider and analyze multiple omics data types. Since multiple molecular phenomena interact to contribute to phenotypic traits, the joint study of different layers of molecular structures will develop a more comprehensive understanding of how molecular mechanisms affect susceptibility and other disease-related traits [Kristensen et al., 2014]. Because no single “omics” trait fully encapsulates molecular contributions to disease processes, such “multi-omics” approaches have significant potential to more fully elucidate the molecular mechanisms underlying disease etiology [Rotroff and Motsinger-Reif, 2016]. Furthermore, whereas associations with one data type identify correlations, integration of multi-omics data may identify potentially causative associations that can be further tested in follow-up experiments [Hasin et al., 2017]. Since associations may also differ by tissue type [The GTEx Consortium, 2017], cell type [van der Wijst et al., 2018], or other contexts [Yao et al., 2014; Zhernakova et al., 2017], integrative analyses are necessary for a more complete portrait of the regulatory landscape through which genetic variants act to influence disease processes.

A challenge in jointly analyzing multi-omics data is that often not all omics traits of interest will be measured in the same sample. And even when all traits of interest are measured in the same study, there may be imperfect overlap between subjects (i.e. some subjects are missing measurements for some traits or in some contexts/conditions like cell/tissue type). Restricting analyses to subjects with all traits measured may limit power for the traits (e.g. gene expression) that have a larger sample size than the traits that are more challenging or expensive to ascertain (e.g. protein abundance).

Thus, integrative analyses methods requiring only summary statistics as input offer significant value in elucidating the molecular mechanisms through which genetic variants affect complex traits such as disease susceptibility. Because summary statistics of the effects of
genetic variants on both complex and molecular traits are being made increasingly publicly available [Pasaniuc and Price, 2017; Aguet et al., 2019; Bonder et al., 2017], integrative analysis methods using summary statistics also provide researchers an opportunity to integrate data from traits not measured in their individual studies or to reanalyze existing data to derive new insights. But integrative analysis using summary statistics presents several challenges. There may be heterogeneity between studies or traits being analyzed, such as differences in effect size distributions. If the data comes from overlapping samples, the presence of correlation among traits within the same individual makes it challenging to differentiate between biological correlation, which is the phenomenon of interest, and sample correlation, which is a nuisance that needs to be accounted for. Correlations may also be present between the genetic variants (e.g. due to linkage disequilibrium, or “LD”), making it challenging to differentiate between mere correlations and causal associations. Researchers may also be interested not only in “omnibus” testing, but in detecting specifically the subset(s) of traits with which a genetic variant demonstrates association. As the number of traits/studies/conditions being considered grows, not only will computational challenges increase, but it will also become more likely to detect joint associations by chance, necessitating proper multiple testing adjustment.

In the next three subsections, we review the basic tenets of three types of integrative analysis methods based on summary statistics for studying the effects of genetic variants on complex traits and/or molecular phenotypes: meta-analysis methods, colocalization methods and two-sample MR methods.

1.3.1 Meta-analysis Methods

Meta-analysis methods combine the results of multiple studies of the same phenomenon to derive a pooled estimate for inference. Traditional meta-analysis approaches, such as Fisher’s method for combining $P$-values [Fisher, 1932] and Stouffer’s method for combining $z$-scores [Stouffer et al., 1949], are designed to evaluate studies of the same association measured in
multiple distinct samples. The measurement from each study is considered as one sample estimate of a common underlying parameter in a population. Because the methods assume there is a common true effect size underlying each statistic, traditional meta-analysis methods may not be well-suited to perform integrative analyses of different data types since each data type may have a different underlying effect size (and effects between data types may even be in opposite directions). Traditional meta-analysis methods also assume each statistic comes from an independent sample, an assumption that may be violated in the case where integrative analyses of the different data types are conducted in overlapping samples (though some meta-analysis methods have been developed to relax the independence assumption; see e.g. Brown, 1975, and Kost and McDermott, 2002).

1.3.2 Colocalization Methods

Colocalization methods have become a popular approach for performing integrative analyses of the effects of genetic variants on multiple traits. These methods attempt to distinguish cases of colocalization – when two or more traits share a common underlying causal variant – from cases where apparent associations in a region come from distinct causal variants. Here we review several commonly used colocalization methods: coloc, moloc, enloc, and eCAVIAR. These methods have identified known and novel candidate genes underlying psychiatric disorders [Giambartolomei et al., 2018], diabetes traits [Hormozdiari et al., 2016], obesity-related traits [Giambartolomei et al., 2014; Wen et al., 2017], and others. A primary strength of the methods is moving beyond the observed correlation between traits towards identifying potentially causal associations. Common limitations include the inability to account for potential sample correlations and restrictions of the number of traits that can be integrated. All methods allow for presence of linkage disequilibrium (LD), but only eCAVIAR incorporates LD correlation estimates directly.

coloc [Giambartolomei et al., 2014] is a Bayesian statistical test for colocalization that analyzes exactly two traits in a single genomic region to quantify the probability that the
two traits share a causal variant in the region. The authors note that a major focus is interpreting patterns of (inferred) LD in the locus. The method assumes that traits are measured in unrelated individuals and that effect sizes for the two traits are independent. coloc also assumes that there is no more than one causal variant for each trait in the region, an assumption that is violated in regions harboring allelic heterogeneity (AH) as discussed in Hormozdiari et al. (2016). It requires specification of prior probabilities for being associated with only the first trait, only the second trait and both traits. As discussed and demonstrated in Wen et al. (2017), analysis results may be sensitive to this prior specification.

moloc [Giambartolomei et al., 2018] extends the methodology of coloc to more than 2 traits. Like coloc, moloc assumes that traits are measured in unrelated individuals, that effect sizes for the traits are independent, and that there is no more than one causal variant for each trait in the region. The method requires prior specification for the probabilities of each causal association pattern (referred to as “configurations”). For $J$ traits, this requires the specification of $2^J$ priors. The R package implementation of moloc makes the simplifying assumption that each $n$-way configuration has the same prior probability. That is, the prior probability of being associated with only trait $X$ is the same as the prior probability of being associated with only trait $Y$; the prior probability of being associated with both $X$ and $Y$ is the same as the prior probability being associated with both $Y$ and $Z$; etc.

enloc [Wen et al., 2017] uses a Bayesian hierarchical model that treats the latent association status of molecular QTLs as variant-level annotations for candidate SNPs of complex traits. It is implemented to study exactly one complex trait GWAS with exactly one QTL study. In recognition of the importance of LD, the method studies one LD block at a time, but it does not directly incorporate LD correlation estimates in its analysis. enloc does not adjust for potential sample correlation between the two traits being analyzed.

eCAVIAR [Hormozdiari et al., 2016] is a colocalization method that performs Bayesian fine-mapping within each LD block to obtain estimates of the posterior inclusion probability (PIP) for each variant of being causal in a GWAS study and an eQTL study. By assuming
that the prior probability of the same variant being causal in both a GWAS and eQTL study is independent, the colocalization posterior probability (CLPP) for each variant can be obtained as the product of the posterior probabilities of causality in each trait. In its analysis, eCAVIAR incorporates LD correlation estimates, which can be obtained from reference panels if individual level data is not available. The method does not adjust for potential sample correlation between the two traits being analyzed.

Thus, common limitations to colocalization methods include an inability to account for potential sample correlations and restrictions on the number of traits that can be integrated. Other limitations may include assumptions about the (maximum) number of causal variants within a genomic region and specification of a potentially large number of priors with sensitivity to that specification.

1.3.3 Two-sample Mendelian Randomization Methods and recent developments

Another integrative association analysis method that utilizes summary statistics is two-sample Mendelian Randomization. Mendelian Randomization (MR) is an instrumental variables (IV) approach that utilizes germline genetic variants as instruments to assess the causal association between an exposure and an outcome [Katan, 1986; Smith and Ebrahim, 2003; Thomas and Conti, 2004]. MR treats genetic inheritance as a natural experiment in which inheritance of genetic variants for an offspring from each of its parents during meiosis follows a pseudo-random process (hence “Mendelian Randomization”). The genotype serves as an instrument for an exposure of interest to assess the causal effect of that exposure on a disease (or other complex trait). When subject-level genotypes and measurements of exposure and disease status are all available within the same sample, traditional IV approaches such as two-stage least squares regression may be used for MR analysis [Burgess et al., 2017]. However, often these three data are not measured in the same large sample, creating a need for MR methods that can be performed using summary statistics from analyses conducted
In two-sample MR, summary statistics from a sample assessing the marginal effects of the genetic variants (IVs) on the exposure are integrated with summary statistics from another sample assessing the marginal effects of the IVs on the outcome (e.g. disease susceptibility). The two sets of summary statistics are evaluated for consistency with a model in which the exposure is causally associated with the outcome. The rationale for two-sample MR is depicted in Figure 1.4. When measurements of genotypes, exposure and outcome (e.g. disease susceptibility) are not all available in the same sample, the ratio of the marginal effect of a SNP on the outcome ($\beta_Y$) to the marginal effect of the SNP on the exposure ($\beta_X$) is a commonly used estimand for the effect of exposure on disease ($\gamma$).

$$\gamma = \frac{\beta_Y}{\beta_X}$$

Figure 1.4: **Illustration of the concept of two-sample Mendelian Randomization (MR).** A genetic variant (SNP) is used as an instrumental variable (IV) to assess a potential causal relationship between an exposure and outcome (e.g. disease susceptibility). Marginal summary statistics assessing the effect of the SNP on the exposure ($\beta_X$) from one study are integrated with marginal summary statistics from another study assessing the effects of the SNP on an outcome ($\beta_Y$) such as disease susceptibility to infer the effect of the exposure on the outcome ($\gamma$). The ratio $\beta_Y/\beta_X$ forms one commonly used estimand for $\gamma$.

The individual ratio estimates of the effect of the exposure on the outcome for each SNP $i$, $\hat{\gamma}_i = \frac{\hat{\beta}_Y}{\hat{\beta}_X}$, can be combined into a single estimate, as is achieved in the inverse-variance weighted (IVW) method [Burgess et al., 2013]. The IVW method yields equivalent estimates to the two-stage least squares method often used when individual data (rather than only summary statistics) are available [Burgess et al., 2016]. A challenge in MR methods not addressed by the IVW method, however, is that the “exclusion restriction” criteria of IV analyses (in which the only pathway through which the IV may affect the outcome is through the exposure) may often be violated in MR due to pervasive pleiotropy throughout
the genome [Lawlor et al., 2008; Morrison et al., 2020]. Genetic variants that affect the outcome through other pathways besides the exposure are invalid IVs. To address the issue of invalid IVs and other challenges in two-sample MR, several robust two-sample MR methods have been proposed.

Some robust two-sample MR methods detect outlying ratio estimates among the genetic variants, and subsequently remove or downweight the outliers. MR-PRESSO detects outliers through an iterative leave-one-out process that identifies outliers when substantial decreases occur in the residual sums of squares (RSS) in regressions of the IV-outcome statistics ($\hat{\beta}_Y_i$) onto the IV-exposure statistics ($\hat{\beta}_X_i$) [Verbanck et al., 2018]. Outliers are removed, and IVW is performed on the remaining genetic variants. Penalized regression methods to remove outliers in the MR setting add an intercept for each variant to the IVW regression model and then apply a penalty (e.g. lasso) to the intercepts [Windmeijer et al., 2019]. The penalty tuning parameter is iteratively increased until reaching a heterogeneity criterion. Genetic variants with non-zero intercept terms are removed from the analysis. Other approaches use robust regression methods (such as MM-estimation with or without Tukey’s bisquare objective function) or penalized weights to lessen but not exclude the effects of outliers on the causal estimate [Rees et al., 2019].

Other robust two-sample MR methods model the distributions of estimates from invalid IVs. MR-Egger incorporates an intercept term in a regression model that represents the average pleiotropic effect of the genetic variants [Bowden et al., 2015]. Under the Instrument Strength Independent of Direct Effect (InSIDE) assumption that the pleiotropic effects are uncorrelated with the IV-exposure association, MR-Egger gives consistent estimates of the causal effect [Bowden et al., 2015]. MRMix attempts to divide variants into four categories based on their exposure and outcome association status, and uses a spike-detection algorithm under a normal-mixture model for the underlying effect-size distributions [Qi and Chatterjee, 2019]. MR-RAPS uses random intercepts to model pleiotropy, assuming that pleiotropic effects follow a normal distribution centered on zero with unknown variance, with or without
contamination (where most effects follow a normal distribution but some may be much larger) [Zhao et al., 2019]. A profile-likelihood function is used to estimate the causal effect and the variance of the pleiotropic effects, with Tukey’s biweight or Huber’s loss functions used for robustness against outliers.

Many of the aforementioned robust two-sample MR methods were motivated by settings where the exposure is an intermediate complex trait (e.g. blood pressure, body mass index or lipid measurements) that may be affected by many SNPs throughout the genome. To properly assess the causal effect between exposure and outcome, these methods require a large number of IVs and/or IVs that are relatively independent. Thus, they may not be well-suited for settings where the exposure is a molecular omics trait (e.g. gene expression) since omics traits are often most strongly regulated in cis, with a limited number of potentially correlated genetic variants available as candidate IVs. There is a need to develop novel two-sample MR methods motivated by settings where a limited number of correlated genetic variants can be used as IVs.

1.4 Summary

In this work, motivated by the need to elucidate the molecular mechanisms through which genetic variants affect disease susceptibility and to further identify the putative causal molecular risk factors for complex diseases/traits, we develop integrative multi-omics analysis methods and computational tools that take summary statistics as input and jointly analyze the effects of genetic variants and/or molecular traits on multiple complex and/or omics traits.

The rest of the dissertation is organized as follows. In Chapter 2, we develop a general integrative association analysis method for multi-omics data and apply the method to study the cis- and trans-acting effects of copy number alterations (CNAs) on omics traits in multiple cancer types. In Chapter 3, we extend the proposed framework to integrate product of coefficients test statistics to identify cis-mediated trans-associations that are shared across
conditions, and we use the method to identify shared cis-mediated trans-protein associations of CNAs in breast and ovary tumors. In Chapter 4, we tailor the integrative analysis method to assess the molecular mechanisms through which GWAS SNPs might affect complex traits by accounting for linkage disequilibrium (LD) when analyzing associations of germline variants. The method is applied to study multi-omics associations of known breast cancer-risk SNPs as well as to identify potential pleiotropic associations shared between complex traits while elucidating their associations with gene expression in disease-relevant tissues. In Chapter 5, we develop a two-sample Mendelian Randomization (MR) method that leverages the rich variation in multi-tissue eQTL reference datasets to detect genes associated with a complex trait, and we apply the method to identify genes with potentially causal associations with schizophrenia risk. Finally, in Chapter 6, we summarize the presented works and suggest possible directions for future research.
2.1 Introduction

Genome-wide association studies (GWAS) of germline variation effects [Buniello et al., 2019; Tam et al., 2019] and analyses of the effects of somatic mutations [Watson et al., 2013; Poduri et al., 2013; Erickson, 2003] have established an important role of DNA variation in disease etiology and other complex traits. It is also known that DNA variation affects gene expression [Aguet et al., 2019; Shao et al., 2019; Jia and Zhao, 2017], protein abundance [Suhre et al., 2017; Sun et al., 2018; Jia and Zhao, 2017], and other molecular (i.e. omics) traits [McClay et al., 2015; Agu et al., 2019; McVicker et al., 2013; Li et al., 2017b]. It is likely that DNA variation affects complex traits through its effects on molecular traits [Albert and Kruglyak, 2015; Civelek and Lusis, 2014]. To more fully understand the mechanisms through which DNA variation affects complex traits, it may be necessary to jointly analyze the effects of DNA variation on multiple molecular traits. While all molecular traits of interest may not be measured in the same sample, summary statistics from high-throughput analyses of omics traits are becoming increasingly available. Thus, statistical methods that perform integrative multi-omics association analysis using summary statistics have the potential to elucidate the molecular mechanisms through which DNA variation affects disease phenotypes.

Integrative multi-omics analysis may help identify molecular mechanisms underlying cancer phenotypes [Kristensen et al., 2014]. It is well known that cancer initiation and progression is affected by alterations of DNA sequences [Futreal et al., 2004]. These DNA variations include inherited germline polymorphisms, which affect disease susceptibility, and somatic mutations that arise during cell replication [Futreal et al., 2004]. A form of DNA alteration common in tumors is copy number alteration (CNA) [Beroukhim et al., 2010; Vogelstein et al., 2013] – the amplification or deletion of a large genomic region. In particular, the
amplification of oncogene regions or deletion of tumor suppressor regions may play an important role in tumorigenesis [Wee et al., 2018; Zhao and Zhao, 2016; Vogelstein et al., 2013]. However, the ubiquity of CNAs in tumors makes it challenging to differentiate causal cancer driver mutations from random passenger mutations [Beroukhim et al., 2007; Taylor et al., 2008; Stratton et al., 2009; Vogelstein et al., 2013]. Because CNAs often affect multiple local and distal omics traits, such as gene expression and protein abundance, analyzing the effects of CNAs on omics traits may improve understanding of how CNAs influence tumorigenesis and may help distinguish driver events from passenger events [Akavia et al., 2010].

A joint analysis of the effects of CNAs on multiple molecular traits may further aid in identifying driver mutations. In addition to producing a more comprehensive understanding of how different molecular features interact, the joint analysis of multiple traits may increase confidence in research findings by confirming associations in multiple lines of evidence [Kristensen et al., 2014]. Whereas an association in one data type establishes correlation, integration of different omics types may be used to identify potential causative changes that can be further tested in follow-up experiments [Hasin et al., 2017]. In particular, investigations of CNA effects on mRNA and protein abundances within a given cancer type have illustrated the importance of integrative analyses [Mertins et al., 2016; Zhang et al., 2016a, 2014]. For example, in an analysis of CNA effects in breast tumors, Mertins et al. [2016] found that “CNA events with a tumour-promoting outcome more likely lead to cis-regulatory effects on both the protein and mRNA level, whereas CNA events with no documented role in tumorigenesis are more likely to be neutralized on the protein level”. And Zhang et al. [2014] proposed that integrating proteomics data may enable prioritization of candidate driver genes since the authors found many fewer CNAs with strong effects on protein abundance compared to mRNA abundance in colorectal tumors. Thus, integrative analyses of multi-omics data within a cancer type may aid in distinguishing important driver mutations. However, when jointly analyzing multiple omics traits, the number of samples with all omics traits being measured is often limited. Therefore, we propose to conduct marginal analyses
of effects within each omics trait, using all samples having that trait measured, and then to perform integrative analysis using the sets of summary statistics from the marginal analyses.

Integrative analyses may also be used to jointly analyze associations in multiple related diseases, such as distinct cancer types. Such joint analysis approaches may highlight shared treatment targets or prognostic indicators as well as boost confidence in the findings that are shared across cancer types. Indeed, a “pan-cancer” analysis of CNAs found that recurrent alterations across multiple tumor types show enrichment of cancer-related genes [Kim et al., 2013]. Another analysis found that amplification regions shared across several cancer types frequently contained functionally validated oncogenes while deletion regions frequently contained functionally validated tumor suppressors [Beroukhim et al., 2010]. Thus, integrating multi-omics data across cancer types has the potential to further highlight genes of important significance (such as oncogenes) across multiple cancer types.

There are many benefits to integrative analyses of summary statistics. They provide a more comprehensive picture of how features interact than do analyses of individual features, increase confidence in shared associations, and may boost power for discovery by leveraging shared correlations across traits. However, integrative analyses also present challenges. When integrating studies of different data types, the effect size distributions may vary. In other words, even when there is a non-zero association for each of two data types, the effect size may not be the same (and may even be in opposite directions). Since large consortia often collect multiple data types on the same or overlapping sets of individuals, it is necessary to be able to account for sample correlation to distinguish between the apparent joint associations that arise simply due to this sample correlation from joint associations due to biological correlation. Also, as the number of traits being studied grows, so too does the computational burden and data complexity, making integrative analyses of multiple data types challenging.

To address existing challenges in conducting integrative analyses, in this work we develop a statistical method and computational tool to integrate summary statistics of multi-omics
data – the Package in R for Integrative Multi-Omics association analysis (Primo). Primo takes as input summary statistics from multiple studies or of multiple traits and performs integrative analysis to estimate probabilities of joint associations. Primo is flexible in many aspects: it allows unknown and arbitrary study heterogeneity and can detect coordinated effects from multiple studies while not requiring the effect sizes to be the same; it allows the summary statistics to be calculated from studies with independent or overlapping samples with unknown sample correlations; and it is not an omnibus test for association, but rather can be used to calculate the probability of each observation (e.g. genetic variant or gene) belonging to each type (or groups) of interpretable association patterns (e.g. the probability of copy number alteration also being associated with at least one/two cis omics-traits).

We used simulations to test the performance of Primo in estimating key parameters and in analyzing sets of summary statistics from correlated samples. We applied Primo to identify joint associations of the effects of DNA copy number alterations (CNAs) on gene expression and protein abundance in three different cancer types (i.e. breast, ovarian and colorectal) using data from The Cancer Genome Atlas (TCGA) [Koboldt et al., 2012; Bell et al., 2011; Muzny et al., 2012] and the Clinical Proteomic Tumor Analysis Consortium (CPTAC) [Mertins et al., 2016; Zhang et al., 2016a, 2014]. The simulations and data applications demonstrate the utility of Primo in performing genome-wide integrative analysis of multi-omics data from different data types or sets of samples.

2.2 Methods

2.2.1 Primo as a general framework for assessing joint associations across data types

Here we first introduce the general Primo association framework. As a general integrative association method, Primo takes as input multiple sets of association summary statistics from different studies of different data types. The multiple sets of summary statistics could
be gene-level associations of DNA copy number alterations to multiple molecular traits in multiple tumor types (Chapter 2), or one or more sets of complex trait-GWAS statistics and multiple sets of omics/multi-omics QTL statistics (see Chapter 4), or could even be from studies beyond the complex and/or omics trait-associations of somatic or germline variation.

Consider an $m \times J$ matrix of association statistics, $T$, consisting of the summary statistics for the associations of $m$ observations with $J$ types of traits from $J$ studies with independent or correlated samples. The observations could be genes (if studying gene-level associations), or SNPs (if studying germline variant-level associations), or some other unit being analyzed. Note that here a “study” refers to a study of associations to a particular trait in a particular condition/cell-type/tissue-type. For each observation (here a row in the matrix $T$), the underlying association status to the $j$-th ($j = 1, \ldots, J$) trait is binary. Considering all observations in the genome, there are a total of $K = 2^J$ possible association patterns to $J$ traits. We use a $K \times J$ binary matrix, $Q$, to denote all of the possible association patterns. And $q_{kj} = 1$ implies the presence of association with the $j$-th trait in the $k$-th association pattern, and $q_{kj} = 0$ implies no association. Figure 2.1 presents an illustrative example of the $Q$ matrix when studying the effects of DNA copy number alteration (CNA) on gene expression in three cancer types.

For each observation $i$, there must be one and only one true underlying association pattern. Primo calculates the probability of a given observation being in each of the $K$ mutually exclusive association patterns by borrowing information across observation in the genome and across $J$ traits. More specifically, let $a_i$ denote the true association pattern for observation $i$. Then the probability that observation $i$ belongs to association pattern $k$ is given by:

$$P(a_i = k | T_i, \pi_k) = \frac{\pi_k D_k(T_i)}{\sum_{b=1}^{K} \pi_b D_b(T_i)},$$

where $T_i$ is a vector of $J$ association statistics and is also the $i$-th row in the $T$ matrix, $\pi_k$ represents the overall proportion of observations in the genome belonging to the $k$-th association pattern ($k = 1, \ldots, K$), and $D_k(\cdot)$ is the multivariate density function of $J$ sets.
Figure 2.1: **Example of the binary matrix, Q.** The example also provides interpretations of association patterns for an analysis of the effects of DNA copy number alteration (CNA) on gene expression in Breast, Ovarian and Colorectal cancers for $j = 1, 2$ and 3, respectively. The red box shows how association patterns can be collapsed into groups of interest (here, summing probabilities across the patterns in the red box would yield the probability of association between CNA and gene expression in *at least two* cancer types).

<table>
<thead>
<tr>
<th>$k$</th>
<th>Breast</th>
<th>Ovarian</th>
<th>Colorectal</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>No assoc. in any cancer type</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Breast only</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Ovarian only</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Colorectal only</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>Breast+Ovarian ; not Colorectal</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Breast+Colorectal ; not Ovarian</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Ovarian+Colorectal ; not Breast</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>All 3 cancer types</td>
</tr>
</tbody>
</table>
of statistics, conditioning on the $k$-th association pattern. Here $\pi_k$ captures the biological co-occurrence frequency of the $k$-th association pattern in the genome, with $\sum_k \pi_k = 1$. For example, in Figure 2.1, $\pi_8$ is the proportion of genes in the genome where DNA copy number alteration (CNA) is associated with gene expression in all three cancer types.

In estimating a mixture distribution of $K$ components, the performance of estimation and subsequent inference depend on how well different mixing components separate from each other. When $K$ is moderate to large, it is challenging to simultaneously estimate the distributions of mixing components ($D_k$’s) and the mixing proportions ($\pi_k$’s). Different from previous work [Wei et al., 2015], Primo first estimates the pattern-specific multivariate density function $D_k$ for each of the association pattern by borrowing information across observations and traits. (See section 2.2.3 for detailed estimation procedures when $J$ sets of association statistics were calculated from independent or correlated samples, as well as sections 2.2.2 and 2.2.5 for discussion of two versions of the method for integrating $t$-statistics or $P$-values, respectively.) Then Primo estimates $\pi_k$’s via the Expectation-Maximization algorithm [Dempster et al., 1977]. When $D_k$’s are reasonably-estimated, the one-step estimates of $\pi_k$’s can well capture the overall proportions of different association patterns and there is no need to re-iterate and re-estimate $D_k$’s and $\pi_k$’s. Based on (2.1), we can obtain the posterior probabilities of SNP $i$ being in each of the $K$ possible association patterns. See Figure 2.2 for an overview of the Primo algorithm.

Figure 2.2: **Illustrative overview of Primo.** The main steps of the Primo algorithm for assessing joint associations.

An advantage of Primo is that one may collapse many association patterns based on biological interpretations and obtain the posterior probabilities of groups of patterns of interest.
by summing over the probabilities of those mutually exclusive patterns. As illustrated in Figure 2.1, when \( J = 3 \), there are 8 possible association patterns. We may collapse the association patterns into interpretable groups. For example, we may be interested in the genes where DNA copy number alteration (CNA) is associated with expression in at least two cancer types. And we can obtain the probability estimate by summing over the posterior probabilities of patterns 5-8. When \( J \) is large, some specific patterns might not be present in the genome. With collapsed patterns, this would not be an issue, and both interpretability and robustness of the results are enhanced.

2.2.2 Estimating empirical null and alternative marginal density functions for each of the \( J \) studies using the limma method

Here we describe the Primo algorithm when the test-statistics for integrative analysis are approximately normal (e.g. \( z \)-scores or \( t \)-statistics). For each of the \( J \) studies, we first adopt the limma method [Smyth, 2004; Ritchie et al., 2015] to calculate a set of moderated \( t \)-statistics by replacing the error variance estimates in the classical \( t \)-statistic calculation with the posterior variances. The new variance shrinks the observed sample variance towards a prior that is estimated across all observations in the data, and stabilizes the variance estimation across the genome. It also penalizes the observations with large \( t \)-statistics but small variances.

Next, for each study \( j \), we estimate the empirical null and alternative marginal density functions, \( \hat{f}_{0j}(\cdot) \) and \( \hat{f}_{1j}(\cdot) \), respectively, based on all the moderated \( t \)-statistics in the genome for the study. Here one needs to specify a key parameter for each study, the proportion of study-specific non-null statistics (i.e. with associations), \( \theta_{1j} \). We then adopt the limma method to estimate \( \hat{f}_{0j}(\cdot) \) and \( \hat{f}_{1j}(\cdot) \) (illustrated in Figure 2.3). Under the null hypothesis, the moderated \( t \)-statistic follows a \( t \)-distribution with a mean of zero and moderated degrees of freedom \( d_{j} \) in the \( j \)-th study, allowing for an empirical null distribution slightly deviating from the parametric \( t \)-distribution. Under the alternative, the moderated \( t \)-statistic follows a
scaled $t$-distribution, still with degrees of freedom $d_j$ and a mean of zero allowing for different directions of effects in different studies, and an observation-specific scaling factor $v_{ij}$ ($v_{ij} \geq 1$) estimated from the data. The scaling factor is calculated as $v_{ij} = (1 + v_{0j}/w_{ij})^{1/2}$, where $v_{0j}$ is the variance hyperparameter for the prior placed on non-zero effect size coefficients and $w_{ij}$ is an observation-specific weight for observation $i$. In the analyses presented in this chapter, we set $w_{ij} = 1$ for each gene $i$ (see Section 4.2.2 for discussion of SNP-specific weights for the variant-level analyses of Chapter 4). The degrees of freedom $d_j$ is estimated from the data as $d_j = d_{0j} + d_{1j}$, where $d_{1j}$ is the (original) degrees of freedom of the summary statistics in study $j$ and $d_{0j}$ is the degrees of freedom hyperparameter for the prior on the unknown variances of effect sizes. Estimation is performed using an empirical Bayes approach as described in Smyth (2004) and implemented in the limma package in R [Ritchie et al., 2015].

![Illustration of marginal null and alternative densities for moderated t-statistics](image)

**Figure 2.3:** Illustration of marginal null and alternative densities for moderated $t$-statistics. Under the null hypothesis, the moderated $t$-statistics follow a $t$-distribution with moderated degrees of freedom (with density function $f_{j}^{0}(\cdot)$). Under the alternative hypothesis, the moderated $t$-statistics follow a scaled $t$-distribution with moderated degrees of freedom (with density function $f_{j}^{1}(\cdot)$).

With the estimated marginal null and alternative density functions from each study, the joint density functions for all $K$ association patterns can be calculated as described in Section 2.2.3.
2.2.3 Estimating pattern-specific multivariate density functions when input summary statistics are calculated from independent or overlapping samples

With $J$ independent studies, the pattern-specific multivariate density function $D_k$ for the $k$-th association pattern is given by

$$D_k(T_i) = \prod_{j=1}^{J} f_j^0(t_{ij})^{1-q_{kj}} f_j^1(t_{ij})^{q_{kj}}. \quad (2.2)$$

where $q_{kj}$ is the association status of the $k$-th pattern in study $j$. For example, given the association status being $q_k = (1, 1, 0, 0)$, the joint density $D_k$ is modeled as the product of the alternative marginal density functions from the first two studies and the null marginal density functions from the other two studies, $D_k = f_1^1 \cdot f_2^1 \cdot f_3^0 \cdot f_4^0$.

In estimating a pattern-specific multivariate density function $D_k$ from $J$ correlated studies, we obtain the empirical null and alternative marginal distributions as non-scaled and scaled $t$-distributions, respectively, in each of the $J$ studies. Then we further approximate them with normal distributions with zero means and variances being $\sigma_{ikj}^2 = v_{ij}^{2 \times q_{kj}} \cdot d_j^{-2}$, where $v_{ij}$ is the scaling factor under the alternative. When the association status indicator $q_{kj} = 0$ for the $j$-th study under pattern $k$, i.e., no association, $\sigma_{ikj}^2 = \frac{d_j}{d_j^{-2}}$. Since $J$ studies are correlated due to possible sample overlap with an unknown correlation matrix of $\Gamma$, similar to Urbut et al. (2019) we pool all the statistics likely to be from the null pattern to estimate their correlation matrix as the estimate for $\Gamma$. Under certain assumptions, the correlation matrix of test statistics approximates the sample correlation matrix and the sample correlation under the null represents the correlation due to sample overlap. Here we estimate the $J \times J$ correlation matrix using observations with absolute statistics less than 5 in all $J$ studies. Then, we approximate the pattern-specific multivariate density function $D_k$ as $\mathcal{N}(\mathbf{0}, \Sigma_k^{1/2} \Gamma \Sigma_k^{1/2})$, where $\Sigma_k$ is a diagonal matrix with diagonal elements of $\sigma_{ikj}^2$'s.
Note that here the normal approximations of multivariate density functions enjoy computational efficiency, and moreover (as described in Section 4.2.3), they facilitate the estimation of conditional density functions. Also note that Primo separates sample correlations $\Gamma$ from biological correlations/co-occurrences captured by $\pi_k$’s in the subsequent estimation and inference.

2.2.4 Estimating the false discovery rate (FDR) to account for multiple testing

The genome-wide integration of summary statistics allows for testing of multiple hypotheses (e.g. testing each gene in the genome for association with copy number alteration). However, it is necessary to account for these multiple tests in order to control the Type I error. One way to account for multiple hypothesis testing is to control the false discovery rate (FDR) – the expected proportion of “discoveries” (i.e. rejections of the null hypothesis) that are false (i.e. the null hypothesis is true) [Benjamini and Hochberg, 1995]. For a pattern of interest, Primo calculates the estimated FDR [Storey and Tibshirani, 2003] for multiple testing adjustment as follows:

$$\text{estFDR}(\lambda) = \frac{\sum_i (1 - \hat{P}_i) 1(\hat{P}_i \geq \lambda)}{\#\{\hat{P}_i \geq \lambda\}},$$

(2.3)

where $\lambda$ is the probability threshold and $\hat{P}_i$ is the estimated probability of SNP $i$ being in the (collapsed) pattern of interest. Users may determine the FDR for a pre-selected posterior probability threshold $\lambda$, or pass a grid of possible $\lambda$’s to determine the threshold which controls the FDR at a desired level.

2.2.5 Primo for integrating $P$-values from multiple studies

In addition to integrating $t$-statistics or effect sizes and variance estimates, Primo can also jointly analyze $J$ sets of $P$-values, chi-squared statistics, or other second-order association
statistics. We model the pattern-specific multivariate density functions and still use equations (2.1) in obtaining the posterior probabilities for each observation being in each pattern.

![Graph showing null and alternative densities](image)

**Figure 2.4**: **Illustration of marginal null and alternative densities for \(-2\log(P)\).** Under the null hypothesis, \(-2\log(p_{ij})\) follows a \(\chi^2\) distribution (with density function \(f^0_j(\cdot)\)). Under the alternative hypothesis, \(-2\log(p_{ij})\) follows a mixture of non-central \(\chi^2\) distributions, which is approximated by a scaled chi-squared distribution with certain degrees of freedom, \(A_j\chi^2_{d'_j}\).

In estimating the marginal null and alternative density functions for each study \(j\), \(f^0_j\) and \(f^1_j\) (as illustrated in Figure 2.4), we make the following modification. We first take negative two times the log of \(P\)-values as our test statistics, \(T\). Under the null hypothesis, \(t_{ij} = -2\log(p_{ij})\) follows a \(\chi^2\) distribution. Under the alternative, the \(P\)-value distributions may vary (e.g. locus by locus). In the genome, the alternative distribution of \(-2\log(p_{ij})\) \((i = 1, \ldots, m)\) follows a mixture of non-central chi-squared distributions, which can be approximated by a scaled chi-squared distribution with certain degrees of freedom, \(A_j\chi^2_{d'_j}\) [Satterthwaite, 1946; Solomon and Stephens, 1977]. Note that we do not assume \(P\)-values under the alternative follow the same distribution, rather we approximate the mixture of chi-squared distributions using a scaled chi-squared distribution. To estimate a study-specific scaling factor \(A_j > 0\) and degree of freedom \(d'_j\) that best approximate the tail of the alternative distribution in study \(j\), we use a numerical optimization algorithm to find values which minimize the differences between the \(P\)-values of \(T_j\) under a mixture of \(A_j\chi^2_{d'_j}\) and
\( \chi^2 \) distributions given the mixing proportion \( \theta^1_j \) for the study, and their nominal \( P \)-values based on their ranks.

More specifically, let \( t_{ij} = -2 \log(p_{ij}) \) for SNP \( i \) in study \( j \). Then the cumulative distribution function of \( t_{ij} \) is given by

\[
F(t_{ij}; A_j, d'_j, \theta) = (1 - \theta^1_j)G(t_{ij}; 2) + \theta^1_jG\left(\frac{1}{A_j}t_{ij}; d'_j\right)
\]

where \( G(\cdot; \nu) \) is the cumulative distribution function of a \( \chi^2 \) variable. Let \( r_{ij} \) be the rank of SNP \( i \) in study \( j \) when the \( t_{ij} \) are sorted in descending order. To estimate \( A_j \) and \( d'_j \), we use the optimization algorithms implemented in the R nloptr package [Johnson, 2018] to minimize the following objective function:

\[
\sum_{i: r_{ij} \leq \max\{20, \frac{m}{2}\theta^1_j\}} \left| 1 - F(t_{ij}; A_j, d'_j, \theta^1_j) - \frac{r_{ij} - 0.5}{m} \right|.
\]

Since associations can be sparse (i.e., \( \theta^1_j \) being close to zero) in the genome, it is more important to well approximate the tail of the alternative distribution than the first two moments (mean and variance). As such, we sum over the most extreme tail statistics or at least the 20 most extreme statistics. In Section 2.3.2, we assess the performance of the approximation via simulation studies, especially when associations are sparse. When the \( J \) studies are independent, the multivariate density function is modeled as the product of the individual density functions, as in Equation (2.2). When the \( J \) studies are correlated, we proceed in a similar manner as when \( t \)-statistics are used as input, except that the multivariate normal distribution is replaced by a multivariate gamma distribution with joint densities estimated using copulas.

Note that the \( t \)-statistic-based Primo – Primo(\( t \)) – and the \( P \)-value-based Primo – Primo(\( P \)) – may produce slightly different results due to different estimation algorithms of the \( D_k \)’s. Primo(\( t \)) requires both effect sizes and standard errors as input. When those
statistics are not available, or when $F$-tests or other second-order tests are used in association analysis, or when one-sided tests are preferred if a same direction of association effects are expected for biological reasons, then users may instead use Primo($P$).

### 2.2.6 Extensions of Primo when $J$ is large

When jointly analyzing a large number of sets of association summary statistics, the number of possible joint association patterns $K = 2^J$ increases exponentially with the number of sets of statistics, $J$. When $J = 15$, there are 32,768 possible association patterns and the calculation for all $K$ patterns can be computationally expensive. One may reduce the number of patterns under consideration to only the major and interpretable patterns [Urbut et al., 2019]. However, the selection of major and interpretable patterns is still a challenge. Additional work is still needed in future research. When analyzing a large number of sets of association statistics of similar types, one possible strategy is to group sets of statistics into major and relatively independent groups $g = 1, \ldots, G$, each with $J_g < 10$ sets of statistics. Then one can apply Primo to calculate the posterior probabilities within each group and take the products of the probabilities between groups to obtain the overall probabilities for all groups in the association patterns of interest. For example, the posterior probability of a SNP being associated with at least 1 (omics) trait in $G$ groups of studies is given by

\[ P = 1 - \prod_{g=1}^{G} \Pr(\text{the SNP is not associated with any trait in group } g), \]

where the probability of the SNP being not associated with any trait in group $g$ can be calculated by separately applying Primo to the low-dimensional $J_g$ set of statistics within the $g$-th group.

When jointly analyzing unbalanced numbers of summary statistics of different data types (e.g., 10 sets of statistics with gene expression as the outcome and 1 set where the outcome is protein abundance), caution should be taken as the joint association results can be dominated
by one data type (here, gene expression), which is not ideal. One may first collapse those \( J \) sets of statistics by data types, and apply Primo in a hierarchical fashion to the (converted) summary statistics from multiple data types. This direction will be explored in future work.

### 2.3 Simulations

We evaluated the performance of Primo in a variety of simulated scenarios. In each scenario, we simulated the test statistics for associations of observations with \( J \) traits. Test statistics under the null hypothesis of no association were simulated from a standard normal distribution; test statistics under the alternative were simulated from a normal distribution with mean 0 and standard deviation of 10 (allowing effect sizes to be positive or negative). For each simulated dataset, we ran two versions of the Primo algorithm using \( t \)-statistics and \( P \)-values as input, denoted as Primo (\( t \)) and Primo (\( P \)), respectively. We repeated each simulation 100 times and compared the performance of the two versions of Primo.

#### 2.3.1 Accurate estimation of proportions \( (\pi) \) even for very sparse joint associations

It is known to be challenging to estimate \( \pi_k \)'s when associations are sparse, i.e., \( \pi_k \)'s being very close to zero for patterns with associations. In Scenarios 1a and 1b, we showed that in analyzing independent and correlated sets of summary statistics, respectively, Primo can well-estimate the \( \pi_k \)'s despite very sparse associations. In each scenario, we simulated test statistics for \( J = 3 \) traits for 10 million observations, first under independence and then with pairwise (Pearson) correlation of 0.3 between each set of statistics. In Scenario 1a, we simulated true \( \pi_k = (7 \times 10^{-4}, 2 \times 10^{-4}, 1 \times 10^{-4}) \) for observations being associated with only one, exactly two, and all three traits, respectively. Scenario 1b simulated even sparser associations for the third trait, with \( \pi_k = (7 \times 10^{-6}, 2 \times 10^{-6}, 1 \times 10^{-6}) \) for observations being associated with only the third, the third and first or second, and all
three traits, respectively. Table 2.1(A) shows true $\pi_k$’s, and the average estimates for $\pi_k$’s by Primo based on $t$-statistics or $P$-values. In Table 2.1(B), we also show the performance of estimation of $\pi_k$’s when the marginal alternative proportions $\theta_j^{1}$’s are mis-specified. As shown, Primo estimates the $\pi_k$’s with reasonable accuracy even when the associations are very sparse and when the marginal alternative proportions $\theta_j^{1}$’s are under-specified.
Table 2.1: **Performance of Primo in estimating proportions of association patterns, \( \hat{\pi} \).** Average estimates of \( \hat{\pi} \) shown over 100 simulations. Scenario 1a simulates sparse associations for \( J = 3 \) traits. Scenario 1b simulates even sparser associations for the third trait. (A) When \( \theta^1 \) are correctly specified. (B) When \( \theta^1 \) are under-specified (\( \theta^1/10 \)) or over-specified (\( \theta^1 \times 10 \)).

### (A)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>( \pi_k(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( q_k=(0 \ 0 \ 0) )</td>
</tr>
<tr>
<td>1a</td>
<td>True</td>
<td>99.720</td>
</tr>
<tr>
<td></td>
<td>Primo (t)</td>
<td>99.714</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>99.742</td>
</tr>
<tr>
<td></td>
<td>True</td>
<td>99.720</td>
</tr>
<tr>
<td></td>
<td>Primo (t)</td>
<td>99.718</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>99.746</td>
</tr>
<tr>
<td>1b</td>
<td>True</td>
<td>99.840</td>
</tr>
<tr>
<td></td>
<td>Primo (t)</td>
<td>99.830</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>99.850</td>
</tr>
</tbody>
</table>

### (B)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Specific</th>
<th>Method</th>
<th>( \pi_k(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( q_k=(0 \ 0 \ 0) )</td>
<td>(1 0 0)</td>
</tr>
<tr>
<td>1a</td>
<td>True</td>
<td>99.720</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>Under</td>
<td>99.767</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>Over</td>
<td>99.648</td>
<td>0.091</td>
</tr>
<tr>
<td></td>
<td>True</td>
<td>99.720</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>Under</td>
<td>99.766</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>Over</td>
<td>99.648</td>
<td>0.091</td>
</tr>
<tr>
<td>1b</td>
<td>True</td>
<td>99.840</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>Under</td>
<td>99.868</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>Over</td>
<td>99.785</td>
<td>0.091</td>
</tr>
</tbody>
</table>
2.3.2 Numerical optimization simulation for alternative distributions of 

$-2\log(P)$-values

We evaluated the performance of Primo in estimating the scaling factor ($A_j$) and degrees of freedom ($d'_j$) parameters of the alternative distribution for $t_{ij} = -2\log(p_{ij})$ ($1, \ldots, m$). Under different specifications of the proportion of statistics coming from the alternative distribution ($\theta^1_j$), we simulated 10 million test statistics. Test statistics under the null hypothesis of no association were simulated from a $\chi^2$ distribution; test statistics under the alternative were simulated from a $A_j\chi^2_{d'_j}$ distribution. Figure 2.5 compares the density curves of the true alternative density to the alternative densities estimated by Primo over 1000 simulations for $A_j = 4.5$ and $d'_j = 7$. As shown, the density curves estimated by Primo reasonably approximate the true density curve even when the proportion of statistics coming from the alternative distribution is sparse ($\theta^1_j = 1 \times 10^{-4}$; panel 2.5A) or very sparse ($\theta^1_j = 1 \times 10^{-5}$; panel 2.5B).
Figure 2.5: Performance of Primo in estimating parameters for alternative distribution of $-2 \log(P)$ or $\chi^2$ statistics. For $A_j = 4.5$ and $d'_j = 7$, the true density curve is shown by the dotted red curve in A and B. For $\theta^1_j = 1 \times 10^{-4}$ (A) and $\theta^1_j = 1 \times 10^{-5}$ (B), the density curves estimated by the median estimates of the parameters over 1000 simulations are given by the black curve. The shaded gray area shows the curves of the parameters between the 5th and 95th percentiles. Primo reasonably estimates the scaling factor ($A_j$) and degrees of freedom ($d'_j$) for the alternative distribution, even when associations are sparse.
2.3.3 The performance of Primo in jointly analyzing associations to multiple traits

In Scenario 2, we simulated correlated test statistics with pairwise correlations of 0.3 among $J = 3$ traits for 1 million observations. $\pi_k = 1 \times 10^{-3}, 5 \times 10^{-4}, 5 \times 10^{-4}$ for the patterns where observations are associated with only one, exactly two, and all of the three traits, respectively. Here we compared the observed and estimated false discovery rates (FDRs) and power to detect associations to all three traits and to at least one trait, based on Primo versus Fisher’s method [Fisher, 1918]. The results with correctly specified, under-specified and over-specified marginal non-null proportions ($\theta^1_j$’s) are shown in Table 2.2. When $\theta^1_j$’s are well-specified (Scenario 2a in Table 2.2), Primo nicely controlled the FDR even in the presence of study/sample correlations – highlighting one advantage of Primo in integrating potentially correlated multi-omics data. As shown in Table 2.2, the estimated FDR (estFDR) is very close to the observed FDR for Primo. Fisher’s method, as a combination method for testing omnibus hypotheses, can only be used to detect observations with associations to at least one trait, and is not applicable to detect associations to all traits. The FDR [Storey and Tibshirani, 2003; Storey et al., 2015] for Fisher’s method calculated from the nominal $P$-values are not well controlled due to correlations among test statistics, as expected. At similar power levels, the observed FDRs of Fisher’s method are also much higher than those of Primo.

In this simulation, the true $\theta^1_j$’s are $2.5 \times 10^{-3}$. In Scenario 2b, we under-specified $\theta^1_j$ to be $2.5 \times 10^{-4}$. As shown in Table 2.2, although power might decrease to some extent, the FDRs are reasonably controlled. In Scenario 2c, when $\theta^1_j$’s are over-specified as $2.5 \times 10^{-2}$, we observed slightly inflated FDRs. As such, we suggest to obtain reasonable estimates for $\theta^1_j$’s based on the current data and the literature, or under-specify $\theta^1_j$’s to be more conservative.
Table 2.2: Simulation results evaluating the performance of Primo. When $J = 3$ with correlated samples, we compared Primo versus Fisher’s method in detecting associations to at least 1 trait and assessed Primo’s performance in detecting associations to all traits. We also assess the performance of Primo when parameters are correctly, under- and over-specified. $PP :=$ posterior probability; estFDR := estimated FDR.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>Association to at least one trait</th>
<th>Association to all three traits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$PP \geq 0.90$</td>
<td>$PP \geq 0.90$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FDR (%)</td>
<td>estFDR (%)</td>
</tr>
<tr>
<td>2a</td>
<td>Primo ($t$)</td>
<td>0.1 0.2 75.0</td>
<td>0.2 0.3  75.9</td>
</tr>
<tr>
<td></td>
<td>Primo ($P$)</td>
<td>0.2 0.3 73.8</td>
<td>0.4 0.6 74.8</td>
</tr>
<tr>
<td></td>
<td>Fisher’s</td>
<td>25.5 5% estFDR</td>
<td>36.9 10% estFDR</td>
</tr>
<tr>
<td>2b</td>
<td>Primo ($t$)</td>
<td>0.1 0.2 73.9</td>
<td>0.1 0.3 74.8</td>
</tr>
<tr>
<td></td>
<td>Primo ($P$)</td>
<td>0.1 0.1 65.9</td>
<td>0.1 0.1 66.6</td>
</tr>
<tr>
<td>2c</td>
<td>Primo ($t$)</td>
<td>0.6 0.2 76.6</td>
<td>1.6 0.6 77.8</td>
</tr>
<tr>
<td></td>
<td>Primo ($P$)</td>
<td>1.6 0.8 74.9</td>
<td>5.3 3.2 76.9</td>
</tr>
</tbody>
</table>

In Scenario 3, we simulated correlated test statistics for associations to five traits for 1 million observations with pairwise study-study correlations of 0.3. $\pi_k = 5 \times 10^{-4}, 2 \times 10^{-4}, 1 \times 10^{-4}$ for the patterns where observations are associated with one to two, three to four, and all of the five traits, respectively. Results are presented in Table 2.3.

Table 2.3: Simulation results evaluating the performance of Primo for integrating summary statistics from 5 studies/trait. When $J = 5$ with correlated samples, we evaluated the performance of Primo. $PP :=$ posterior probability; estFDR := estimated FDR.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Association to at least one trait</th>
<th>Association to at least three traits</th>
<th>Association to all five traits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$PP \geq 0.90$</td>
<td>$PP \geq 0.90$</td>
<td>$PP \geq 0.90$</td>
</tr>
<tr>
<td></td>
<td>FDR (%)</td>
<td>estFDR (%)</td>
<td>Power (%)</td>
</tr>
<tr>
<td></td>
<td>Primo ($t$)</td>
<td>0.1 0.1 77.4</td>
<td>0.2 0.3  78.2</td>
</tr>
<tr>
<td></td>
<td>Primo ($P$)</td>
<td>0.1 0.2 75.9</td>
<td>0.3 0.4  76.7</td>
</tr>
<tr>
<td></td>
<td>Fishers</td>
<td>25.5</td>
<td>36.9</td>
</tr>
</tbody>
</table>

Overall, Primo yields good control of FDRs and high power in detecting various patterns of joint associations, even for a moderately large number of sets of summary statistics and in the presence of study correlations.
2.4 Data applications

2.4.1 Effects of DNA copy number alterations (CNA) on cis- gene expression and protein abundance in tumors from multiple cancer types

The Cancer Genome Atlas (TCGA)

To analyze the effects of DNA copy number alterations (CNA) on cis-gene expression and global cis-protein abundance in tumors from multiple cancer types, we utilized data from The Cancer Genome Atlas (TCGA). TCGA is a multi-center project that was established to catalog genomic mutations and molecular changes that occur in cancer [Hutter and Zenklusen, 2018]. The project collected data from more than 11,000 cases and over 30 tumor types [Hutter and Zenklusen, 2018]. Data collected by TCGA includes single nucleotide polymorphism (SNP) genotyping, exome sequencing, DNA copy number variation measurements, RNA sequencing, DNA methylation, microRNA sequencing, etc.

A subset of TCGA subjects were included in The Clinical Proteomic Tumor Analysis Consortium (CPTAC) program, which applied standardized proteome analysis platforms in order to analyze protein abundance in tumor tissues [Ellis et al., 2013]. Among the stated goals of CPTAC are to study variant protein sequences corresponding to somatic mutations and evaluate relationships between mutation frequency and variant protein expression, and to determine how copy number variation translates into differences in protein expression [Ellis et al., 2013].

Data for TCGA breast, ovarian and colorectal cancer subjects was downloaded through the Genomic Data Commons (GDC) data portal [Grossman et al., 2016], and downloaded and processed using TCGA-Assembler2 [Wei et al., 2018]. RNA sequencing, used to measure gene expression levels, was performed in tumor tissues using the Illumina HiSeq 2000 RNA Sequencing platform. RNA-Seq expression levels were quantified using HTSeq-count [An-
Protein abundance was measured in tumor tissue samples using iTRAQ (isobaric tag for relative and absolute quantitation) mass-spectometry (MS) in experiments conducted by the Clinical Proteomic Tumor Analysis Consortium (CPTAC) [Ellis et al., 2013]. The protein abundance was measured using the Log Ratio (i.e. the log of the ratio between the spectral count of a protein in a sample versus the spectral count of the protein in the reference sample). Prior to analysis, expression and protein measurements were transformed to the quantiles of the standard normal distribution (separately for each gene or protein).

TCGA DNA copy number measurements used Affymetrix SNP 6.0 array data to infer the copy number of repeats of genomic regions using circular binary segmentation analysis [Olshen et al., 2004]. Copy number values were transformed into segment mean values as $\log_2(\text{copyNumber}/2)$. We used functions in TCGA-Assembler2 to summarize copy number values at the gene-level, centered on 0 [Wei et al., 2018].

Clinical covariates were downloaded through the GDC using the TCGAbiolinks package in R [Colaprico et al., 2016]. We generated genotype PCs using autosomal bi-allelic variants on the Affymetrix SNP 6.0 array with the following filters in PLINK 1.90 [Chang et al., 2015; Purcell and Chang, 2017]: minor allele frequency $\geq 0.05$; Hardy-Weinberg Equilibrium p-value $\geq 0.0001$; pairwise linkage disequilibrium $R^2 \leq 0.2$. To account for systematic variation in the outcomes (i.e. gene expression and protein abundance) that were not captured by measured covariates, we generated surrogate variables using the sva package in R [Leek and Storey, 2007; Leek et al., 2019].

Summary statistics from gene-level linear regressions

Consider a study of gene-level CNA of $m$ genes in a single cancer type. We are interested in the effects of CNA on cis-gene expression (mRNA) levels and (global) cis-protein abundance in tumor samples. Let $n_e$ subjects have measurements of both mRNA and CNA; and $n_p$ subjects have measurements of both protein and CNA. We use the following regression
models to assess the effects of CNA on the molecular traits:

\[
\begin{align*}
\text{cis-mRNA} & = \alpha_0 + \alpha_1 \text{CNA} + \alpha_2 \text{cov} + \epsilon, \\
\text{cis-protein} & = \beta_0 + \beta_1 \text{CNA} + \beta_2 \text{cov} + \epsilon,
\end{align*}
\]

(2.4)

where \( u \in \{1, \ldots, n_e \} \) and \( v \in \{1, \ldots, n_p \} \) are subject indices; \( i \in \{1, \ldots, m \} \) are gene indices; the \( \text{cov}'s \) are sets of covariates adjusted for in the regression analyses; and the \( \epsilon \)'s are error terms. Of primary interest are the coefficients for CNA, \( \alpha_1 \) and \( \beta_1 \). By modeling each molecular trait separately in (2.4), we avoid restricting the analysis to subjects having complete measurements of all molecular traits, which may limit power for traits with much larger sample sizes (here, gene expression). Integrative analysis using these summary statistics can then leverage the potential shared correlations between the molecular traits.

In addition to jointly analyzing the effects of CNA on multiple molecular traits (i.e. gene expression and protein abundance) within one cancer type, we are interested in jointly analyzing the effects of CNA across multiple cancer types. For each gene \( i \in \{1, \ldots, m \} \), we use the following regression models to assess the effects of CNA within molecular traits and within cancer types:

\[
\begin{align*}
\text{Breast} & \quad \begin{cases} 
\text{cis-mRNA} & = \alpha_0 + \alpha_1 \text{CNA} + \alpha_2 \text{cov} + \epsilon, \\
\text{cis-protein} & = \beta_0 + \beta_1 \text{CNA} + \beta_2 \text{cov} + \epsilon,
\end{cases} \\
\text{Ovary} & \quad \begin{cases} 
\text{cis-mRNA} & = \alpha_0 + \alpha_1 \text{CNA} + \alpha_2 \text{cov} + \epsilon, \\
\text{cis-protein} & = \beta_0 + \beta_1 \text{CNA} + \beta_2 \text{cov} + \epsilon,
\end{cases} \\
\text{Colorectal} & \quad \begin{cases} 
\text{cis-mRNA} & = \alpha_0 + \alpha_1 \text{CNA} + \alpha_2 \text{cov} + \epsilon, \\
\text{cis-protein} & = \beta_0 + \beta_1 \text{CNA} + \beta_2 \text{cov} + \epsilon,
\end{cases}
\end{align*}
\]

(2.5)

where \( u, v, w, z, s \) and \( t \) are subject indices; and other terms have similar interpretations as in the regressions described in Models (2.4). Of primary interest are the coefficients of
the effects of CNA on the molecular traits (i.e. the $\alpha_{1i}$’s and $\beta_{1i}$’s). We repeat the set of regressions for each gene $i \in \{1, \ldots, m\}$ to obtain genome-wide sets of summary statistics.

In the current analyses, all regressions were adjusted for genotype principal components (PCs) to account for population stratification (the first 5 PCs were used for all analyses except for protein abundance in colorectal tumors, which used the first 3 PCs because of the small sample size). All regressions also included the following covariates: age, tumor purity [Aran et al., 2015], cancer stage (dichotomized as: stage III/IV or lower than stage III), and up to 50 surrogate variables. Analyses of breast tumors were restricted to female subjects and additionally adjusted for histological subtype (infiltrating ductal, infiltrating lobular, mucinous, metaplastic, mixed histology or other), and estrogen receptor (ER) and progesterone receptor (PR) status (+/-). Analyses of ovary tumors were also adjusted for tumor grade (dichotomized as: grade 3/4 or lower than grade 3). Analyses of colorectal tumors were also adjusted for gender and primary tumor site (colon or rectum). The number of surrogate variables (SVs) used in the regressions depended on sample size: 50 SVs for sample size $\geq 300$; 10 SVs for sample size $\geq 50$ and $< 300$; 5 for sample size $< 50$.

After performing regressions for each molecular trait in each cancer type for each gene, we conducted integrative analyses to detect joint associations of the effects of CNA.

Integrative analysis

We are interested in detecting joint associations of the effects of CNA of $m$ genes on $J$ types of molecular traits. More specifically, we are interested in assessing the effects of gene-level CNA on cis-gene expression and cis-protein abundance in breast tumors, on cis-gene expression and cis-protein abundance in ovary tumors, and on cis-gene expression and cis-protein abundance in colorectal tumors (thus, $J = 6$). We analyzed $m = 5,167$ genes having CNA, gene expression and protein abundance measurements for for all three cancer types. Let $T$ denote the $m \times J$ matrix of $t$-statistics of CNA effects obtained by the regression equations in (2.5). These regressions used the tumor samples having CNA and all covariates measured
in the respective models: 1002 and 74 samples for gene expression and protein abundance, respectively, in breast; 301 and 121 for gene expression and protein abundance, respectively, in ovary; and 357 and 39 for gene expression and protein abundance, respectively, in colorectal. To obtain the probability for each association pattern for each gene, we apply Primo to $T$ as described in Sections 2.2.2 and 2.2.3. We used $\theta_j^1 = 0.1$ as the alternative proportion specified for each trait $j$, which should be a conservative (i.e. under) estimate given the ubiquity of cis-effects of CNA on both expression levels and protein abundance in tumors [Zhang et al., 2016a; Mertins et al., 2016].

After applying Primo, we identified genes having a posterior probability $> 75\%$ and estimated false discovery rate $< 10\%$ in collapsed patterns of interest. We are primarily interested in genes whose CNAs are associated with both cis-gene expression and cis-protein abundance in a given tumor type. There were 3763, 3233, and 241 genes whose CNAs were associated with both omics traits in at least 1, 2, or 3 tumor types, respectively (estimated FDR of 1.5, 4.0 and 9.9%). Thus, a high proportion of gene-level CNAs demonstrated cis-associations with multiple molecular traits (gene expression and protein abundance) in multiple tumor types.

We performed gene set enrichment analysis (GSEA) of the 241 genes whose CNAs were associated with both cis-gene expression and cis-protein abundance in all three cancer types using the hallmark gene set collection curated by the Molecular Signatures Database (MSigDB) v7.0 [Liberzon et al., 2015; Subramanian et al., 2005]. Table 2.4 shows the gene sets in which these 241 genes demonstrated enrichment (FDR $< 10\%$). The 241 genes showed enrichment in several sets of well-defined biological states or processes that are relevant to cancer, including fatty acid metabolism [Koundouros and Poulogiannis, 2019], oxidative phosphorylation [Ashton et al., 2018], genes regulated by MYC [Dang, 2012], and genes encoding cell cycle related targets of E2F transcription factors [Kent and Leone, 2019].

The gene whose CNAs have the highest probability of associations with both cis-gene expression and cis-protein abundance in all three tumor types (posterior probability $> 99.99\%$)
Table 2.4: Gene set enrichment analysis (GSEA) results of genes whose CNAs were associated with all cis-omics traits in tumors. The table presents gene sets showing enrichment at false discovery rate (FDR) < 10% for 241 genes whose CNAs were associated with all 6 cis-omics traits analyzed (gene expression and protein abundance in breast, ovary, and colorectal tumors).

<table>
<thead>
<tr>
<th>Gene Set Name</th>
<th>Description</th>
<th># Genes / # Genes in Set</th>
<th>p-value</th>
<th>FDR q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FATTY ACID METABOLISM</td>
<td>Genes encoding proteins involved in metabolism of fatty acids</td>
<td>13 / 158</td>
<td>3.1 x 10^-4</td>
<td>1.1 x 10^-9</td>
</tr>
<tr>
<td>OXIDATIVE PHOSPHORYLATION</td>
<td>Genes encoding proteins involved in oxidative phosphorylation</td>
<td>14 / 200</td>
<td>4.7 x 10^-4</td>
<td>1.1 x 10^-9</td>
</tr>
<tr>
<td>MYC TARGETS V2</td>
<td>A subgroup of genes regulated by MYC - version 2 (v2)</td>
<td>7 / 58</td>
<td>8.5 x 10^-5</td>
<td>1.4 x 10^-6</td>
</tr>
<tr>
<td>PEROXISOME</td>
<td>Genes encoding components of peroxisome</td>
<td>8 / 104</td>
<td>3.5 x 10^-5</td>
<td>4.3 x 10^-6</td>
</tr>
<tr>
<td>PROTEIN SECRETION</td>
<td>Genes involved in protein secretion pathway</td>
<td>7 / 96</td>
<td>2.7 x 10^-5</td>
<td>2.7 x 10^-5</td>
</tr>
<tr>
<td>E2F TARGETS</td>
<td>Genes encoding cell cycle related targets of E2F transcription factors</td>
<td>9 / 200</td>
<td>5.8 x 10^-6</td>
<td>4.1 x 10^-5</td>
</tr>
<tr>
<td>MYC TARGETS V1</td>
<td>A subgroup of genes regulated by MYC - version 1 (v1)</td>
<td>9 / 200</td>
<td>5.8 x 10^-6</td>
<td>4.1 x 10^-5</td>
</tr>
<tr>
<td>ESTROGEN RESPONSIVE EARLY</td>
<td>Genes defining early response to estrogen</td>
<td>8 / 200</td>
<td>4.4 x 10^-4</td>
<td>2.7 x 10^-4</td>
</tr>
<tr>
<td>BILE ACID METABOLISM</td>
<td>Genes involved in metabolism of bile acids and salts</td>
<td>6 / 112</td>
<td>9.2 x 10^-3</td>
<td>4.6 x 10^-4</td>
</tr>
<tr>
<td>CHOLESTEROL HOMEOSTASIS</td>
<td>Genes involved in cholesterol homeostasis</td>
<td>5 / 74</td>
<td>1.1 x 10^-4</td>
<td>5.5 x 10^-4</td>
</tr>
</tbody>
</table>

is LARP4B. Evidence suggests that LARP4B serves as a tumor-suppressor in glioma [Koso et al., 2016], is downregulated in prostate cancer [Yin et al., 2019], and is correlated with survival status in liver cancer [Li et al., 2019]. And the La-related protein (LARP) family has recently been suggested as targets for cancer therapy [Stavraka and Blagden, 2015]. Analysis of DNA copy number alterations of TCGA glioblastoma samples revealed LARP4B to be one of only four genes with heterozygous deletion in over 80% of glioblastoma samples [Koso et al., 2016]. The present integrative analysis provides evidence of the cis-effects of CNAs of this gene in three additional cancer types, demonstrating the importance of integrative analysis of related diseases.

The integrative analysis of effects of CNAs on cis-omics traits in multiple tumor types demonstrated that key driver mutations are frequently associated with multiple cis-omics traits (i.e. gene expression and protein abundance) in multiple tumor types (i.e. breast, ovarian, and/or colorectal). These findings are consistent with previous research evaluating CNA effects on gene expression and protein abundance within a single cancer type [Zhang et al., 2016a; Mertins et al., 2016; Zhang et al., 2014] and pan-cancer analysis of CNA effects on gene expression [Shao et al., 2019].

Possibly due to limited sample size (39) in the analysis of colorectal protein abundance, we observed a significant decrease from the number of genes associated with both cis-omics traits in at least 2 tumor types (3233) to the number of genes associated with both cis-omics
traits in all three tumor types (241), even though the correlation between gene expression and protein abundance in colorectal tumors was often high (with a mean Spearman correlation of 0.47 [Zhang et al., 2014]). However, this observation highlights the potential for integrative analysis methods, such as Primo, to boost power by borrowing information across studies. A univariate analysis of the effects of CNA on protein abundance in colorectal tumors would have identified 3 genes at the Bonferroni threshold of \( p < \frac{0.05}{5167} \), 100 genes at FDR \( q \)-value < 0.05, and 215 genes at \( q \)-value < 0.10 [Storey and Tibshirani, 2003]. Thus, the 241 genes identified as being associated with both cis-omics traits in all three tumor types actually exceeds the number of genes that would have been identified by univariate analysis of CNA effects on colorectal protein abundance after multiple testing adjustment. Since the 241 genes associated with both cis-omics traits in all three tumor types include 52 genes not included in the 215 genes with \( q \)-value < 0.10 in the colorectal protein abundance analysis, we also observe that jointly analyzing multiple traits in integrative analysis can reveal additional insights beyond just taking the intersection of identified results from univariate analyses.

### 2.4.2 Trans-omics effects of DNA copy number alterations (CNAs)

As noted in the introduction, a challenge in understanding effects of CNAs in the context of cancer is distinguishing driver events, which may be causally involved in tumorigenesis, from passenger mutations [Zack et al., 2013]. In the previous section, we performed integrative analyses of cis-omics effects of CNAs across multiple molecular traits and multiple cancer types to detect joint associations. In addition, it is well known that CNAs affect distal gene expression levels and protein abundances [Srihari et al., 2016; Mertins et al., 2016; Zhang et al., 2014, 2016a]. And CNAs with strong trans effects are “more likely to elicit a molecular phenotype and confer selective advantages” for cancerous cells in tumors [Zhang et al., 2016a]. Thus, identifying CNA “hubs” that affect multiple trans-genes helps to identify driver mutations. Analyzing trans effects may also be important for studying cancer related phenotypes besides tumor initiation. For example, an analysis of ovarian cancer found that
the four CNAs that affected the largest number of trans proteins were all highly associated with survival [Zhang et al., 2016a]. Integrating studies of CNA trans-effects across multiple cancer types may further highlight important genes with pleiotropic effects on related diseases.

Summary statistics from linear regressions of trans-gene cis-CNA pairs

For the analyses of trans-omics effects of DNA copy number alterations (CNAs), we use the same TCGA/CPTAC data described in Section 2.4.1. We define “trans” as the genes on a different chromosome from the cis-gene whose CNA is being evaluated. For each gene $i \in \{1, ..., m\}$, we wish to assess the association between CNA of gene $i$, and gene expression and protein abundance of each of its $m_i'$ trans-genes (in multiple cancer types). For each gene $i \in \{1, ..., m\}$, we use the following regression models to assess the effects of CNA within trans molecular traits and within cancer types:

\[
\begin{align*}
\text{Breast} & \quad \begin{cases} 
\text{trans-mRNA} & = \alpha_{b0i'} + \alpha_{b1i'} \text{CNA}_{ui} + \alpha_{b2i'}^{T} \text{cov}_{u} + \epsilon_{ui'}, \\
\text{trans-protein} & = \beta_{b0i'} + \beta_{b1i'} \text{CNA}_{vi} + \beta_{b2i'}^{T} \text{cov}_{v} + \epsilon_{vi'};
\end{cases} \\
\text{Ovary} & \quad \begin{cases} 
\text{trans-mRNA} & = \alpha_{o0i'} + \alpha_{o1i'} \text{CNA}_{wi} + \alpha_{o2i'}^{T} \text{cov}_{w} + \epsilon_{wi'}, \\
\text{trans-protein} & = \beta_{o0i'} + \beta_{o1i'} \text{CNA}_{zi} + \beta_{o2i'}^{T} \text{cov}_{z} + \epsilon_{zi'};
\end{cases} \\
\text{Colorectal} & \quad \begin{cases} 
\text{trans-mRNA} & = \alpha_{c0i'} + \alpha_{c1i'} \text{CNA}_{si} + \alpha_{c2i'}^{T} \text{cov}_{s} + \epsilon_{si'}, \\
\text{trans-protein} & = \beta_{c0i'} + \beta_{c1i'} \text{CNA}_{ti} + \beta_{c2i'}^{T} \text{cov}_{t} + \epsilon_{ti'};
\end{cases}
\end{align*}
\]

(2.6)

where $u, v, w, z, s$ and $t$ are subject indices; $i' \in \{1, ..., m_i'\}$ is the trans gene index; the cov’s are sets of covariates adjusted for in the regression analyses; and the $\epsilon$’s are error terms. Of primary interest are the coefficients of the effects of CNA on the trans molecular traits (i.e. the $\alpha_{1i'}$’s and $\beta_{1i'}$’s). For a given gene $i$, we repeat the set of regressions for each of its trans genes $i' \in \{1, ..., m_i'\}$. Then, we repeat the set of regressions for each gene $i \in \{1, ..., m\}$ to
obtain genome-wide sets of summary statistics.

Note that the models in 2.6 are similar to the models in 2.5. The primary difference is that for the CNAs for each gene \(i\), the models in 2.5 assess only the expression of cis-gene \(i\) as an outcome whereas the models in 2.6 assess the effect of \(i\)’s CNAs on *each* trans-gene for \(i\). Thus, there are many more associations tested in 2.6 (25,277,071 sets of the six models in the presented analysis, since each of the 5,167 genes has around five thousand trans-genes) than are tested in 2.5 (5,167 sets of the six models in the presented analysis) since 2.5 has a one-to-one mapping of CNAs to cis-gene expression or cis-protein abundance.

**Integrative analysis**

We are interested in detecting joint associations of the trans-effects of gene-level CNAs of \(m = 5,167\) genes on \(J = 6\) types of molecular traits (i.e. trans-gene expression and trans-protein abundance in each of breast, ovary and colorectal tumors). The total number of cis-CNA trans-gene pairs that was analyzed was \(h = \sum_{i=1}^{m} m'_{i} = 25,277,071\). Let \(T\) denote the \(h \times J\) matrix of \(t\)-statistics of CNA effects obtained by the regression equations in (2.6). To obtain the probability for each association pattern for each gene, we apply Primo to \(T\) as described in Sections 2.2.2 and 2.2.3. We used \(\theta_{1}^{j} = 10^{-4}\) as the alternative proportion specified for each trait \(j\).

Of primary interest is identifying CNAs having trans-omics effects in more than one cancer type. Because the proteomic datasets have low sample sizes for trans analyses, we focus on identifying joint associations of CNAs with trans-gene expression. It is known that breast cancer and ovarian cancer share several commonalities in risk factors and etiology. These include hereditary mutations (e.g. mutations in \(BRCA1/BRCA2\) [Petrucelli et al., 2010] or the susceptibility locus at 19p13 [Lawrenson et al., 2016]) as well as acquired mutations (e.g. in the \(PIK3CA\) gene region [Campbell et al., 2004]). For each cis-CNA trans-gene pair in the Primo analysis, we obtained the probability of being “at least associated with gene expression in both breast and ovary tumors” by summing the probabilities over the
patterns where the summary statistics for breast gene expression and ovary gene expression both come from their alternative distributions. That is, we sum the probabilities from each pattern $k$ such that $q_{k, j_{be}} = 1$ for the column $j_{be}$ corresponding to gene expression in breast tumors and $q_{k, j_{oe}} = 1$ for the column $j_{oe}$ corresponding to gene expression in ovary tumors.

At the posterior probability threshold of 78.1% (FDR < 10%), there were 2101 cis-CNA trans-gene pairs showing association with gene expression in both breast and ovary tumors. Figure 2.6 connects each cis-CNA and trans-gene pair by chromosome and position for the 2101 identified pairs. The figure shows that trans-effects of CNAs on expression occur throughout the genome and reveals that the CNAs of genes on one chromosome may affect expression of genes on many other chromosomes. The CNAs of 428 genes were associated with expression of multiple trans-genes, including the CNAs of 27 cancer-associated genes reported in the Catalogue of Somatic Mutations in Cancer (COSMIC) database [Forbes et al., 2016]. The gene whose CNAs were associated with the most trans associations (7) is $CTCF$, a tumor suppressor gene that represses binding to promoters of $MYC$ [Gombert and Krumm, 2009]. $CTCF$ is one of the most frequently mutated genes in endometrial, breast, and head and neck cancers [Lawrence et al., 2014].

Next, we sought to identify CNAs having joint associations with trans-gene expression levels in breast, ovarian and colorectal tumors. By summing over probabilities of the patterns where the summary statistics for breast gene expression, ovary gene expression and colorectal gene expression all come from their alternative distributions, for each cis-CNA trans-gene pair we obtained the probability of being “at least associated with gene expression in breast, ovarian, and colorectal tumors”. At the posterior probability threshold of 75% (FDR of 8.8%), there were 368 cis-CNA trans-gene pairs showing association with gene expression in breast, ovarian, and colorectal tumors. The CNAs of 15 genes were associated with expression of multiple trans-genes, including the CNAs of 2 cancer-associated genes reported in COSMIC [Forbes et al., 2016]: $CTCF$ and $CDH1$. $CDH1$ is known to be involved in tumorigenesis [Semb and Christofori, 1998] as well as tumor progression, invasion...
Figure 2.6: **Tumor cis-CNA trans-gene pairs in breast and ovary tumors by chromosome and position.** Each colored line connects a cis-CNA and trans-gene with whose expression it is associated in both breast and ovary tumors as identified by Primo analysis. The tumor suppressor gene \(CTCF\) was the cis-hub with the most trans-associations (pink lines). CNAs of \(CTCF\) were associated with expression of 7 trans-genes on 6 chromosomes (two on chr 21).

and metastasis [Hu et al., 2016]. It is downregulated through hypermethylation in ovarian cancer [Wu et al., 2014] and ductal breast cancer [Shargh et al., 2014], is frequently mutated in bladder cancer [Al-Ahmadie et al., 2016], and methylation of its promoter region is associated with overall survival in endometrial cancer [Yi et al., 2011]. Furthermore, germline mutations in \(CDH1\) pose a significant risk factor for gastric and breast cancers [Hansford et al., 2015].

The results of the trans analyses demonstrate the potential for integrative analyses to highlight important genes whose mutations are relevant to multiple cancer types. And we will further examine this question in Chapter 3 by integrating product of association/mediation test statistics to further map putative causal mediator genes for distal trans-targets.

### 2.5 Discussion

In this work, we developed a general integrative association approach and computational tool – Primo – for assessing joint associations across studies and/or data types. Primo allows for
unknown study heterogeneity and sample correlation and uses only summary statistics as input. It detects joint associations while allowing different effect sizes (and different directions of effects) on different types of traits and considers multiple testing adjustment by guiding selection of a posterior probability threshold that controls the false discovery rate (FDR). Primo is computationally efficient and capable of integrating the $t$-statistics, $P$-values or other second order statistics of a moderate to large number of traits. In simulation studies, we demonstrated that Primo performs well in estimating association pattern proportions, even when associations are sparse, and maintains reasonable power and controls the false discovery rate (FDR) when the proportion of observations coming from the alternative hypothesis is correctly or under-specified.

We applied Primo to jointly analyze the effects of copy number alterations (CNAs) on gene expression and protein abundance in three distinct cancer types (breast, ovarian and colorectal). Our analyses revealed that CNAs are frequently associated with cis-gene expression and cis-protein abundance, and that these associations are frequently shared across cancer types. We also identified a number of associations between CNAs and expression of trans-genes on distal chromosomes. The gene whose CNAs were associated with the most trans-genes was a known cancer gene frequently mutated in multiple cancer types, highlighting the potential for integrative analyses to identify important hub genes. One limitation of the presented trans-association analysis is that it was not always clear which cis-gene/cis-protein in a particular genomic region was the one through which the CNAs were affecting the trans-gene/trans-protein expression/abundance since the gene-level CNAs of genes in a given genomic region are correlated. In Chapter 3, we propose an extension of the Primo framework to integrate mediation test statistics to help identify the putative cis-protein through which CNAs of a genomic region are affecting trans-protein abundance.

There are some additional points to consider for the current work. First, Primo requires the specification of a key parameter for each study, the study-specific alternative proportion ($\theta_j^1$), and the results may suffer from slightly inflated FDR when those parameters are highly
over-specified (e.g. by an order of magnitude). Conversely, when the parameters are under-
specified to some extent (e.g. by an order of magnitude), there may not be a significant
loss of power. Thus, we suggest the use of stringent (i.e. conservative) estimates of $\theta_{1j}$
in analyses. Second, Primo accounts for possible correlation of the test statistics due to
sample overlap (i.e. sample overlap causing correlation between test statistics within a row
of the matrix of test statistics). However, the present work does not account for possible
correlation between rows of test statistics (i.e. correlation within a column, as may occur
due to linkage disequilibrium if the units of observation are genetic variants, for example).
This is a major focus of and motivation for the work presented in Chapter 4. Third, the
number of possible association patterns grows exponentially with the number of studies being
integrated (i.e. $2^J$ for $J$ studies). When jointly analyzing a large number of sets of summary
statistics, the computation time of Primo to assess all possible association patterns can
increase substantially. The current work proposed a quick extension by applying Primo to
groups of sets of summary statistics. An alternative strategy would be to resample a subset
of observations during each iteration of the EM algorithm that estimates the $\pi$ vector. This
will be explored in future work.

In this work we applied a novel, general integrative analysis method and computational
tool – Primo – to detect multi-omics effects of copy number alterations (CNAs) on molecu-
lar phenotypes in tumor tissues from multiple tumor types. However, the Primo framework
may applied to many other settings and can be extended to a broader class of associa-
tion, conditional association and mediation analyses. In Chapter 3, we develop a version
of Primo to integrate product of coefficient test statistics to identify robust cis-mediated
trans-associations that are replicated across multiple studies or conditions. In Chapter 4,
we make tailored developments to assess the molecular mechanisms through which GWAS
SNPs might affect complex traits by accounting for linkage disequilibrium (LD) when ana-
lyzing associations of germline variants. In these and other settings, the integrative analysis
performed by Primo help in providing a more robust, comprehensive and precise assessment
of multi-omics associations.

The R package Primo is freely available at: https://github.com/kgleason/Primo. A tutorial for using the Primo R package is included in Appendix A.
CHAPTER 3
AN INTEGRATIVE PRODUCT OF COEFFICIENTS ASSOCIATION ANALYSIS METHOD TO IDENTIFY DISTAL ASSOCIATIONS SHARED ACROSS CONDITIONS

3.1 Introduction

The effects of genetic variation on molecular phenotypes such as gene expression and protein abundance have been well-established [Aguet et al., 2019; Suhre et al., 2017; Jia and Zhao, 2017]. These include the effects of germline variants on molecular traits – as quantitative trait loci (QTLs) – as well as effects of somatic variation (e.g. copy number alterations) on molecular phenotypes [Shao et al., 2019; Jia and Zhao, 2017]. Most of the identified associations between genetic variants and molecular traits occur in cis [Aguet et al., 2019; Gong et al., 2018; Bryois et al., 2014], where the genetic variant is associated with variation in a local gene, protein or other molecular phenotype. However, a large proportion of the effects of genetic variation on molecular phenotypes likely occurs in trans [Liu et al., 2019b], where a genetic variant is associated with a more distal omics trait. Trans-associations may be of particular interest in studying the effects of copy number alterations (CNAs) on omics traits in cancer cells since CNAs with strong trans-effects may be more likely to confer selective advantages [Zhang et al., 2016a], and CNAs with preserved effects on many distal omics traits across multiple tumor types are more likely to be cancer drivers with multiple functional consequences in contributing to tumor initiation and progression. Thus, developing a better understanding of the trans-effects of both germline variants and somatic mutations is key to creating a more comprehensive portrait of the regulatory landscape and how genetic variants affect omics traits.

Many of the trans-effects of genetic variants may be mediated through the effects of those genetic variants on cis-omics traits [Pierce et al., 2014; Yang et al., 2017]. Identifying the cis-
mediators of trans-associations increases the interpretability of findings and produces a more comprehensive understanding of the mechanisms through which genetic variants affect omics traits. In the case of trans-associations of CNAs, mediation analysis may help distinguish which cis-gene/cis-protein in a genomic region may be driving the trans-association. Whereas the gene-level CNAs of genes in a cis-genomic region are correlated, making it challenging to distinguish which gene-level CNA is truly associated with the trans-omic trait following direct trans-association testing of the total cis-CNA effect, studying CNA trans-associations in a cis-mediation framework may help reveal the putative cis-gene/cis-protein mediators and provide possible interpretations of the underlying mechanism.

Performing integrative analysis of cis-mediated trans-associations to identify joint associations shared across conditions may further elucidate underlying biological mechanisms of key importance. In addition to identifying robust associations, such analyses have the potential to identify associations of high public health and biological importance given that they are shared across multiple related conditions. When studying effects of CNAs on omics traits in tumors, identifying associations shared by different cancer types may highlight therapeutic targets of potentially preserved and high impact given their joint association in multiple related diseases.

In this chapter, we extend the Primo framework to integrate product of coefficient test statistics testing indirect (mediation) effects across conditions to identify shared cis-mediated trans-associations. We evaluate performance of the method, Primo(med), through simulations. We apply the method to identify trans-protein associations of CNAs mediated by cis-protein abundance shared in breast and ovary tumors, and identify several cis-hubs (with multiple trans-associations) that have known associations to cancer phenotypes. The results demonstrate the potential for Primo(med) to use integrative mediation analysis to highlight dynamic mechanisms in the genome.
3.2 Methods

3.2.1 Mediation

In this work, we propose to integrate mediation test statistics to identify shared trans-associations mediated by cis-associations. A graphical depiction of mediation is shown in Figure 3.1. In a traditional mediation analysis, there is an observed (and presumed causal) association between an independent variable $X$ and dependent variable $Y$, implying that the effect $\tau \neq 0$ in Figure 3.1A. Of interest is whether or not the association between $X$ and $Y$ is mediated through a variable $M$. If $M$ is a mediator of the association between $X$ and $Y$ as shown in Figure 3.1B, then $X$ affects $M$ ($\alpha \neq 0$) and subsequently $M$ affects $Y$ ($\beta \neq 0$). In the case of full mediation, the entire effect of $X$ on $Y$ is mediated through $M$ ($\tau' = 0$). In the case of partial mediation, some of the effect of $X$ on $Y$ occurs through mediation by $M$ while some of the effect occurs through other pathway(s) ($\tau' \neq 0$). Typically, mediation is assessed using the three regression equations:

$$Y = \tau_0 + \tau X + \epsilon_1 \quad (3.1)$$

$$M = \alpha_0 + \alpha X + \epsilon_2 \quad (3.2)$$

$$Y = \beta_0 + \beta M + \tau' X + \epsilon_3 \quad (3.3)$$

Without loss of generality, we omitted additional covariates in the models for simplicity, but other covariates (e.g. potential confounders) may also be included in the regression equations.

In the case of trans-associations mediated by cis-associations, $X$ and $M$ occur in cis (local association) while $Y$ is in trans with $X$ and $M$ (distal association). A cis-mediated trans-association may be present when there is: non-zero total trans-association ($\tau \neq 0$); non-zero association between the cis-independent variable $X$ and cis-mediator $M$ ($\alpha \neq 0$); and non-zero conditional association between cis-mediator $M$ and trans-dependent variable.
Figure 3.1: **Illustration of mediation.** The graph depicts the pathways involved in mediation and the parameters typically tested in regression models.

$Y$, conditioning on cis-independent variable $X$ ($\beta \neq 0$). An additional set of assumptions, that there is no unmeasured (unadjusted) confounding in any of the relationships between cis-independent variable $X$, cis-mediator $M$, and trans-dependent variable $Y$ is discussed in the next section.

**Confounding and adjustment in high-dimensional data**

For independent variable $X$, mediator $M$ and dependent variable $Y$, mediation analyses assume that there is no unmeasured (unadjusted) confounding in the association between:

1. $X$ and $Y$
2. $X$ and $M$
3. $M$ and $Y$

Additionally, there should be no $M$-$Y$ confounder that is itself affected by $X$. Figure 3.2 illustrates how unadjusted confounding may lead to detection of spurious associations. In the figure, there is a true association between the independent variable $X$ and mediator $M$ ($\alpha \neq$...
0). If there is no true association between the mediator $M$ and dependent variable $Y$ ($\beta = 0$), but there is a confounder $H$ of $M$ and $Y$, then failing to adjust for the confounding effect of $H$ may result in detection of a spurious mediation effect. Similarly, spurious mediation effects may be detected when there are unadjusted confounders of $X$ and $M$ (e.g. $\beta \neq 0$ but $\alpha = 0$) or of $X$ and $Y$ (e.g. if exactly one of $\alpha$ or $\beta$ were non-zero).

![Figure 3.2: Illustrative example of confounding in mediation analyses.](image)

The high-dimensionality of omics data provides an opportunity to reduce spurious associations due to unmeasured (and therefore unadjusted) confounding. For example, say we are studying trans-associations on protein abundance mediated by cis-protein abundance. Let’s say there is a variable, $H$, that confounds the relationship between cis-protein $M_p$ and trans-protein $Y_{p'}$. If $H$ confounds the relationship between one pair of proteins ($M_p$ and $Y_{p'}$), meaning it is causally associated with abundance of more than one protein, then it may be associated with the abundance of (potentially many) more proteins. Data reduction techniques which create new variables that account for systematic variability in the data, such as principal components analysis, may thus be useful in reducing spurious associations due to unmeasured confounding. When known or suspected confounders are measured, approaches that account for variability in the data while “protecting” the effects of measured covariates, such as surrogate variable analysis [Leek and Storey, 2007] or PEER factors [Stegle et al., 2012], may be used in conjunction with the measured confounders. These strategies
may aid in reducing detection of spurious associations due to confounding, as we demonstrate using simulations in Appendix B.2.

### 3.2.2 Product of coefficient tests of the indirect (mediation) effect

As discussed and evaluated in MacKinnon et al. (2002), there are several widely used methods to test for mediation. One set of approaches evaluates the indirect effect \( X \rightarrow M \rightarrow Y \) using the product of coefficients \((\hat{\alpha} \hat{\beta})\) from regression equations 3.2 and 3.3. Evaluating whether mediation is present tests the hypothesis that the product of \( \alpha \) and \( \beta \) is zero: \( H_0 : \alpha \beta = 0 \). Inference for this hypothesis necessitates an estimate of the uncertainty in the product. Perhaps the most commonly used method to estimate the uncertainty of the product was proposed in Sobel (1982).

**Sobel test**

Based on regression equations 3.2 and 3.3, the Sobel test evaluates whether there is a non-zero indirect (i.e. mediation) effect by testing the hypothesis that the product of \( \alpha \) and \( \beta \) is zero: \( H_0 : \alpha \beta = 0 \). Uncertainty in the product is quantified by a formula derived using the multivariate delta method based on the first order Taylor series approximation [Sobel, 1982]. Using the estimates from regression models 3.2 and 3.3, the Sobel test statistic is given by \( z_{Sobel} = \frac{\hat{\alpha} \hat{\beta}}{\hat{\sigma}_{\alpha \beta}} \), where \( \hat{\sigma}_{\alpha \beta} = \sqrt{\hat{\alpha}^2 \hat{\sigma}_{\alpha}^2 + \hat{\beta}^2 \hat{\sigma}_{\beta}^2} \) (\( \hat{\alpha} \)’s denoting the standard errors of the regression coefficients). As shown in Sobel (1982), when at least one of \( \alpha \neq 0 \) or \( \beta \neq 0 \), the asymptotic distribution of \( z \) is normal. (When \( \alpha = 0 \) and \( \beta = 0 \), the conditions of the delta method used by [Sobel, 1982] are not met; in Appendix B.1, we show by simulations that in finite samples, the distribution of \( z \) is symmetric around zero with thinner tails than \( N(0, 1) \) when both \( \alpha = 0 \) and \( \beta = 0 \)). Inference using the Sobel test statistic \( z \) is typically performed by comparison to \( N(0, 1) \), the asymptotic distribution of \( z \) when one of \( \alpha = 0 \) or \( \beta = 0 \) (making true the null hypothesis \( H_0 : \alpha \beta = 0 \)).
Other approaches to test product of coefficients of the indirect effect

Other approaches have also been suggested to test the product of coefficients of the indirect effect. The standard error of the product $\hat{\alpha} \hat{\beta}$ based on first and second order Taylor series expansion [Aroian, 1944] is: 

$$\hat{\sigma}_{\hat{\alpha}\hat{\beta}} = \sqrt{\hat{\alpha}^2 \hat{\sigma}_\alpha^2 + \hat{\beta}^2 \hat{\sigma}_\beta^2 + \hat{\beta}^2 \hat{\sigma}_\alpha^2 \hat{\sigma}_\beta^2}.$$ 

Because the additional summand $(\hat{\sigma}_\alpha^2 \hat{\sigma}_\beta^2)$ is strictly non-negative, the standard error based on Sobel (1982) forms a lower bound for the standard error based on Aroian (1944), making the Aroian test statistic more conservative than the Sobel test statistic. And as shown in MacKinnon (2002), the Sobel test statistic already tends to perform conservatively in finite samples, especially when sample size is small.

The standard error of the product $\hat{\alpha} \hat{\beta}$ based on the unbiased variance of the product of two normal variables [Goodman, 1960] is: 

$$\hat{\sigma}_{\hat{\alpha}\hat{\beta}} = \sqrt{\hat{\alpha}^2 \hat{\sigma}_\alpha^2 + \hat{\beta}^2 \hat{\sigma}_\beta^2 - \hat{\sigma}_\alpha^2 \hat{\sigma}_\beta^2}.$$ 

In contrast to the approach based on Aroian (1944), the product of variances is subtracted, rather than added. When the observed product of variances of the coefficients is larger than the sum $\hat{\alpha}^2 \hat{\sigma}_\alpha^2 + \hat{\beta}^2 \hat{\sigma}_\beta^2$, the standard error is undefined using this method.

MacKinnon and colleagues have proposed several methods to test the mediation effect [MacKinnon et al., 2002]. These include the distribution of the product of two standard normal variables: $z_\alpha z_\beta$, where $z_\alpha = \frac{\hat{\alpha}}{\hat{\sigma}_\alpha}$ and $z_\beta = \frac{\hat{\beta}}{\hat{\sigma}_\beta}$ [MacKinnon et al., 1998]. This approach has slightly inflated Type I error rate in small sample sizes [MacKinnon et al., 2002]. When associations are sparse, even slight inflation in Type I error rate can lead to a significantly inflated false discovery rate (FDR). Other approaches, such as the empirical distribution [MacKinnon et al., 1998] and asymmetric confidence interval [MacKinnon and Lockwood, 2001] approaches proposed by MacKinnon and colleagues, or the standardized variables approach proposed by Bobko and Rieck (1980), were not considered in this work and are left to the reader for exploration.
Permutation methods estimating uncertainty in \( \hat{\alpha} \cdot \hat{\beta} \)

As discussed in MacKinnon et al. (2002), existing methods to perform inference on the null hypothesis \( H_0 : \alpha \beta = 0 \) testing for an indirect (mediation) effect vary in power and their ability to control the Type I error rate. Those methods that control the Type I error rate, including the Sobel test, suffer from low statistical power, particularly in small sample sizes [MacKinnon et al., 2002]. Because the distributional assumption made by many mediation methods that the sampling distribution of the product of coefficients \( \hat{\alpha} \hat{\beta} \) follows a normal distribution is often violated in finite samples, permutation methods have been proposed to estimate a (possibly non-normal) distribution for \( \hat{\alpha} \hat{\beta} \) [Taylor and MacKinnon, 2012; Koopman et al., 2015]. In this work, we consider a permutation method in which we permute the residuals from the original regression equations 3.2 and 3.3. The approach is similar to the permutation test of the Indirect Effect under Full Models (IEFM) described in Kroehl et al. (2020).

Specifically, in calculating permutation-based test statistics of the indirect (mediation) effect, we follow the following steps:

1. Fit the models \( M = \alpha_0 + \alpha X + C \xi_M + \epsilon_M \) and \( Y = \beta_0 + \beta M + \tau' X + C \xi_Y + \epsilon_Y \).

Here, \( C \) is a matrix of covariate(s) (including possible confounders), \( \xi \) is a vector of effects of the covariates, and the rest of the terms are as previously described.

2. Obtain residuals from models in step 1: \( e_M \) and \( e_Y \). For \( p = 1, ..., P \) permutations, permute the residuals, labeled \( e_{M_p}^* \) and \( e_{Y_p}^* \).

3. For each permutation, calculate \( M_p^* = \hat{M} + e_{M_p}^* \) and \( Y_p^* = \hat{Y} + e_{Y_p}^* \).

4. For each permutation, fit the regression models from step 1, replacing \( M \) with \( M_p^* \) and \( Y \) with \( Y_p^* \). Estimate \( \hat{\alpha}_p^* \) and \( \hat{\beta}_p^* \).

5. Calculate \( \hat{\sigma}_{\hat{\alpha} \hat{\beta}} = \sqrt{\frac{\sum_p (\hat{\alpha}_p^* \hat{\beta}_p^* - \hat{\alpha}^* \hat{\beta}^*)^2}{P-1}} \), the standard deviation of \( \hat{\alpha}^* \hat{\beta}^* \).
6. Calculate $z_{perm} = \frac{\hat{\alpha} \hat{\beta}}{\sigma_{\alpha\beta}}$.

$z_{perm}$ is then the test statistic testing the indirect (mediation) effect of $X$ on $Y$ through mediator $M$.

### 3.2.3 Primo for integrative mediation analyses

To identify cis-mediated trans-associations that are shared across conditions (e.g. cancer/tumor type), we propose the algorithm Primo(med), described in the next few sections.

**Distribution of product of coefficients of the indirect (mediation) effect**

In this section, we describe the rationale for developing a new version of the Primo algorithm for integrating product of coefficient test statistics. In section 2.2.2, we described a version of the Primo algorithm – Primo($t$) – to use when the test-statistics for integrative analysis are approximately normal. Given the work of Sobel in showing that the asymptotic distribution of $\hat{\alpha} \hat{\beta}$ is normal (under the condition that at least one of $\alpha$ or $\beta$ is non-zero) [Sobel, 1982], it may seem natural to apply the Primo($t$) algorithm to a matrix of Sobel or other product of coefficient test statistics. However, as discussed in MacKinnon et al. (2002), whereas the distribution of $\hat{\alpha} \hat{\beta}$ may be asymptotically normal, in finite sample sizes the distribution is not normally distributed but rather is “often asymmetric with high kurtosis”. The limma method, which is used by Primo($t$) to estimate the marginal alternative distribution of the test statistics, makes the assumption that the distribution of an estimator conditional on the true parameter follows a normal distribution. In the context of the product of coefficients, the assumption would be: $\hat{\alpha} \hat{\beta}|\alpha, \beta, \sigma^2 \sim N(\alpha\beta, v\sigma^2)$, which is violated in finite sample sizes.

While the distribution of the product of coefficients for a particular mediation trio may not follow a normal distribution in finite sample sizes, it may still be reasonable to model the distribution of mediation test statistics across the genome using a normal distribution. As shown in the simulations presented in Appendix B.1, when the non-zero distributions of
α and β followed normal distributions across the genome, the Sobel test statistics followed a bell-shaped distribution symmetric around zero. This observation motivates the algorithm for Primo for integrating z-scores of product of coefficient test statistics.

Primo for integrating product of coefficient z-scores

The Primo method for integrating product of coefficient z-scores, Primo(z), proceeds similarly to the general Primo integrative association analysis method described in Section 2.2.1. In estimating the marginal null and alternative density functions for each study \( j \), \( f_0^j \) and \( f_1^j \), we make the following modification. Let \( T \) be the matrix of z-scores (product of coefficient mediation test statistics). Under the null hypothesis, the z-scores in study \( j \) follow the standard normal distribution. Under the alternative, the test statistics in study \( j \) are modeled using a normal distribution with fatter tails than the standard normal distribution. That is, under the alternative, the test statistics \( t_{ij} \) are assumed to follow a \( N(0, \sigma_j^2) \) distribution with a study-specific scaling factor \( \sigma_j > 1 \).

To estimate a study-specific scaling factor \( \sigma_j > 1 \) that best approximates the tail of the alternative distribution in study \( j \), we use a numerical optimization algorithm to find values which minimize the differences between the \( P \)-values of \( T_j \) under a mixture of \( N(0, \sigma_j^2) \) and \( N(0, 1) \) distributions given the mixing proportion \( \theta_j^1 \) for the study, and their nominal \( P \)-values based on their ranks. More specifically, let \( t_{ij} \) be the product of coefficient z-score for mediation trio \( i \) in study \( j \). Then the cumulative distribution function of \( t_{ij} \) is given by

\[
F(t_{ij}; \sigma_j, \theta_j^1) = (1 - \theta_j^1)G(t_{ij}; 0, 1) + \theta_j^1G(t_{ij}; 0, \sigma_j)
\]

where \( G(\cdot; \mu, \sigma) \) is the cumulative distribution function of a \( N(\mu, \sigma^2) \) variable. Let \( r_{ij} \) be the rank of trio \( i \) in study \( j \) when the \( t_{ij} \) are sorted in descending order. To estimate \( \sigma_j \), we use the optimization algorithms implemented in the R nloptr package [Johnson, 2018] to
minimize the following objective function:

$$\sum_{i: r_{ij} \leq \max\{20, m\theta_j^1\}} \left| 1 - F(t_{ij}; \sigma_j, \theta_j^1) - \frac{r_{ij} - 0.5}{m} \right|.$$ 

Once we estimate the scaling factors under the alternative distribution for each study, we proceed to estimate pattern-specific multivariate density functions.

In estimating a pattern-specific multivariate density function $D_k$ from $J$ (potentially correlated) studies using product of coefficient z-scores, we obtain the empirical null and alternative marginal distributions as standard normal and normal distributions with scale factor $\sigma_j > 1$, respectively, in each of the $J$ studies. The variance of the test statistics in study $j$ under pattern $k$ is given by $\sigma_{kj}^2 = \sigma_j^{2 \times q_{kj}}$, where $q_{kj}$ is the association status of the $k$-th pattern in study $j$. As in Section 2.2.3, we estimate a $J \times J$ sample correlation matrix $\Gamma$ using observations with absolute statistics less than 5 in all $J$ studies (when all studies are independent, $\Gamma$ is diagonal with all diagonal elements equal to 1). Then, we approximate the pattern-specific multivariate density function $D_k$ as $\mathcal{N}(0, \Sigma_k^{1/2} \Gamma \Sigma_k^{1/2})$, where $\Sigma_k$ is a diagonal matrix with diagonal elements of $\sigma_{kj}^2$'s.

The Primo(med) algorithm

Finally, we propose the following Primo(med) algorithm to identify cis-mediated trans-associations shared across across $J$ studies or conditions. For convenience (given the data application in the next section), we refer to the independent variable as “CNA”, the mediator as “cis-protein”, and the dependent variable as “trans-protein”. The Primo(med) algorithm is:
Algorithm 1 Primo(med) for detecting cis-mediated trans-associations across studies

1. **Obtain study-specific summary statistics.** In each study $j$ ($j = 1, \ldots, J$), calculate the cis-association effect $\{\hat{\alpha}_{ij}\}$ (mediator-independent variable association) for each cis-protein $i$ ($i = 1, \ldots, m$); the cis-trans protein-protein conditional correlation effect $\{\hat{\beta}_{(ii')j}\}$ (dependent variable-mediator association) for each ordered pair of proteins $(i, i')$ such that ($i = 1, \ldots, m$) and ($i' \in \{\text{proteins in trans with } i\}$); total trans-association effect $\{\hat{\tau}_{(ii')j}\}$ (dependent variable-independent variable association) assessing the total trans-effect of CNA $i$ on trans-protein $i'$; and standard errors for each estimate ($\hat{\sigma}_{\cdot \cdot}$).

2. **Calculate study-specific product of coefficient test statistics.** For each cis-trans protein ordered pair $(i, i')$ in each study $j$, calculate the product of coefficients test statistic as $z_{(ii')j} = \frac{\hat{\alpha}_{ij}\hat{\beta}_{(ii')j}}{\hat{\sigma}_{\hat{\alpha}_{ij}\hat{\beta}_{(ii')j}}}$. When using Sobel test statistics (recommended for large sample sizes), $\hat{\sigma}_{\hat{\alpha}_{ij}\hat{\beta}_{(ii')j}} = \sqrt{\hat{\alpha}_{ij}^2\hat{\sigma}_{\hat{\alpha}_{ij}}^2 + \hat{\beta}_{(ii')j}^2\hat{\sigma}_{\hat{\beta}_{(ii')j}}^2}$. When using permutation-based test statistics (recommended for small sample sizes), $\hat{\sigma}_{\hat{\alpha}_{ij}\hat{\beta}_{(ii')j}}$ is estimated using permutations of residuals as described in Section 3.2.2.

3. **Estimate cross-study trans-association probabilities using Primo(t).** Using the total trans-association effect statistics $\{\hat{\tau}_{(ii')j}\}$ and their standard errors as input, estimate the posterior probabilities of cross-study trans-association using Primo(t).

4. **Estimate cross-study indirect (mediation) effect probabilities using Primo(z).** Using the product of coefficients test statistics $\{z_{(ii')j}\}$ as input, estimate the posterior probabilities of cross-study indirect effect using Primo(z).

5. **Identify instances of cross-study cis-mediated trans-associations.** Using posterior probability thresholds ($\lambda_1, \lambda_2$), identify which trios have both a posterior probability of a cross-study trans-association $> \lambda_1$ (from step 3) and a posterior probability of a cross-study indirect effect $> \lambda_2$ (from step 4).
3.3 Simulations

We evaluated the performance of Primo(med) in integrating product of coefficient test statistics in a variety of simulated scenarios. In each scenario, we simulated data for $N_j$ subjects in each $j$ of $J$ studies of $m$ mediation trios. Here a “study” generally represents a specific trait (e.g. gene expression or protein abundance) evaluated in a specific cell-type, tissue-type or condition. In study $j$, mediation trio $i$ for subject $n_j$ was simulated according to the models:

$$X_{n_jij} \sim N(0, 1)$$
$$M_{n_jij} = \alpha_{ij} X_{n_jij} + \varepsilon_{M,n_jij}$$
$$Y_{n_jij} = \beta_{ij} M_{n_jij} + \varepsilon_{Y,n_jij}$$ (3.4)

where $\alpha_{ij}$ is the effect of the independent variable on the mediator (i.e. the “cis effect”), $\beta_{ij}$ is the effect of the mediator on the dependent variable (i.e. “cis-trans correlation”), and $\varepsilon_{iid} \sim N(0, 1)$’s are random variation. For each trio $i$ ($i = 1, \ldots, m$) in study $j$ ($j = 1, \ldots, J$), the key parameters in the simulations are $\alpha_{ij}$ (the effect of the independent variable on the mediator, or “cis effect”) and $\beta_{ij}$ (the effect of the mediator on the dependent variable, or “cis-trans correlation”). When a cis-mediated trans-association is present, both of these parameters are non-zero.

After simulating the data as described, trio-level test statistics in each simulation were calculated using the following regression models:

$$Y_{ij} = \tau_{0ij} + \tau_{1ij} X_{ij} + \epsilon_{\tau,ij}$$ (3.5a)
$$M_{ij} = \alpha_{0ij} + \alpha_{1ij} X_{ij} + \epsilon_{\alpha,ij}$$ (3.5b)
$$Y_{ij} = \beta_{0ij} + \beta_{1ij} M_{ij} + \tau'_{ij} X_{ij} + \epsilon_{\beta,ij}$$ (3.5c)

After running the regressions, we extracted the coefficient estimates and their standard errors for input into Primo(med). For input into Primo($t$) testing the total trans-association, we
obtained \( \hat{\tau}_{1ij} \) and \( \hat{\sigma}_{1ij} \). For input into Primo(z) testing the indirect (mediated) effect, we calculated the product of coefficients test statistic as \( z_{ij} = \frac{\hat{\alpha}_{1ij} \hat{\beta}_{1ij}}{\hat{\sigma}_{1ij}} \). For the Sobel test statistic, \( \hat{\sigma}_{\hat{\alpha}_{1ij} \hat{\beta}_{1ij}} = \sqrt{\hat{\alpha}_{1ij}^2 \hat{\beta}_{1ij}^2 + \hat{\beta}_{1ij}^2 \hat{\sigma}_{\hat{\alpha}_{1ij}}^2} \). For the permutation-based test statistic, \( \hat{\sigma}_{\hat{\alpha}_{1ij} \hat{\beta}_{1ij}} \) was estimated using permutations of residuals as described in Section 3.2.2. In the simulations, we repeat the regressions for each trio \( i (i = 1, \ldots, m) \) in each study \( j (1, \ldots, J) \) to obtain three \( m \times J \) matrices of test statistics: one for Primo(t), one for Primo(z) using Sobel test statistics, and one for Primo(z) using permutation-based test statistics.

3.3.1 Evaluating the performance of Primo(med) in moderate sample sizes

In Scenario 1, we evaluated the performance of Primo(med) when sample sizes are moderate. We simulated data for \( J = 3 \) studies of \( m = 100k \) trios for \( N_j = 200 \forall j \) subjects. In this scenario, non-zero effects for \( \alpha_{ij} \sim N(1, 0.25) \), and non-zero effects for \( \beta_{ij} \sim N(0, 0.5) \).

In the simulation, the alternative hypothesis of a non-zero cis-mediated trans-association is true when there is both a non-zero “cis effect” \( (\alpha_{ij} \neq 0) \) and non-zero “cis-trans correlation” \( (\beta_{ij} \neq 0) \). We simulated \( \pi_k = (5 \times 10^{-3}, 2 \times 10^{-3}, 1 \times 10^{-3}) \) for patterns with cis-mediated trans-association being present in only one, exactly two, and all three studies, respectively. Thus, the true alternative proportion \( \theta^1_j = 0.01, \forall j \). Under the null hypothesis, a trio \( i \) in study \( j \) was set to one of three categories:

1. \( (\alpha_{ij} \neq 0, \beta_{ij} = 0) \): non-zero cis effect but no cis-trans correlation (70%)

2. \( (\alpha_{ij} = 0, \beta_{ij} \neq 0) \): no cis effect but non-zero cis-trans correlation (5%)

3. \( (\alpha_{ij} = 0, \beta_{ij} = 0) \): neither cis effect nor gene-gene correlation (25%)

The setting mimics ones where cis-effects are prevalent but cis-mediated trans-associations are sparse.

Figure 3.3 shows the power (A) and false discovery rate (FDR) (B) comparison between the Primo(z)-Sobel (solid lines), Primo(z)-permuted (dashed lines) and Primo(t) for total
trans-association (dotted lines) tests over 1000 simulations. As shown in the figure, for each grouped pattern of trans-association in “at least # of studies” (line color), each method demonstrates reasonable power and control of the FDR (y-axes) across several posterior probability thresholds (x-axis), with performance of Primo(z)-Sobel and Primo(z)-permuted often indistinguishable in this setting. The simulation demonstrates reasonable performance of Primo(med) to identify cis-mediated trans-associations when sample sizes are moderate.
Figure 3.3: Evaluating the performance of components of Primo(med) in assessing cis-mediated trans-associations in moderate sample sizes. Power (A) and observed false discovery rate (FDR) (B) (y-axes) by posterior probability threshold (x-axis) shown over 1000 simulations for Primo($z$)-Sobel (solid lines) and Primo($z$)-permuted (dashed lines) methods for integrating product of coefficient test statistics, and Primo($t$) integrating total trans-association statistics (dotted lines). Line color represents grouped association pattern (“associated with at least # studies”). In moderate sample sizes, all three methods demonstrate reasonable performance in assessing trans-associations mediated by cis. Note that the dashed lines of Primo($z$)-permuted are overlayed with solid lines of Primo($z$)-Sobel in (A).
3.3.2 Evaluating the performance of Primo(med) in small sample sizes

In Scenario 2, we evaluated the performance of Primo(med) in identifying cis-mediated trans-associations when sample sizes are small. We simulated data for $J = 3$ studies of $m = 100k$ trios, with sample sizes of $N_j = 100, 50, \text{ and } 20$ for $j = 1, 2, \text{ and } 3$, respectively. In this scenario, non-zero effects for $\alpha_{ij} \sim N(1, 0.25)$ and non-zero effects for $\beta_{ij}$ are drawn from the vector $\{-0.9, -0.6, -0.3, 0.3, 0.6, 0.9\}$ with equal probabilities. $\pi_k$ is simulated as in 3.3.1, with similar distributions of $\alpha_{ij}$ and $\beta_{ij}$ under the null. Thus, the true alternative proportion $\theta^1_j = 0.01, \forall j$.

Figure 3.4 shows the power (A) and false discovery rate (FDR) (B) comparison between the Primo(z)-Sobel (solid lines), Primo(z)-permuted (dashed lines) and Primo(t) for total trans-association (dotted lines) tests over 1000 simulations. As shown in the figure, Primo(z)-permuted using the permutation-based product of coefficient test statistics demonstrates considerably higher power than Primo(z)-Sobel using Sobel test statistics for the grouped association patterns of “at least 2” and “all 3” trait associations in this setting, as well as better control of FDR (which is a function of both power and the Type I error rate) for the pattern of association with “all 3” traits. The difference may be driven by the small sample sizes of the second ($N_2 = 50$) and third ($N_3 = 20$) traits in the simulation.

Based on the performance of the simulations, we suggest using the Sobel test-statistics only in larger sample sizes and permutation-based product of coefficient test statistics when sample sizes are small.
Figure 3.4: Evaluating the performance of components of Primo(med) in assessing cis-mediated trans-associations in small sample sizes. Power (A) and observed false discovery rate (FDR) (B) (y-axes) by posterior probability threshold (x-axis) shown over 1000 simulations for Primo(z)-Sobel (solid lines) and Primo(z)-permuted (dashed lines) methods for integrating product of coefficient test statistics, and Primo(t) integrating total trans-association statistics (dotted lines). Line color represents grouped association pattern (“associated with at least # studies”). In small sample sizes, Primo(z)-permuted using permutation based product of coefficient test statistics outperforms Primo(z)-Sobel using Sobel test statistics.
3.4 Data Application

3.4.1 Cis-mediated trans-associations of DNA copy number alterations (CNAs) on protein abundance in both breast and ovary tumors

We applied the Primo(med) method to identify cis-mediated trans-associations of DNA copy number alterations (CNAs) on protein abundance that are shared in breast and ovary tumors. In the mediation framework $X \rightarrow M \rightarrow Y$: the independent variable $X$ is the gene-level CNA of the chromosomal region/segment of a cis-gene $i$; the mediator $M$ is abundance of cis-protein $i$; and dependent variable $Y$ is the abundance of a trans-protein $i'$, where $i'$ is in trans with $i$.

Summary statistics, linear regressions of trans-protein/cis-protein/CNA trios

For the analyses of trans-omics effects of DNA copy number alterations (CNAs) mediated by cis-associations, we use the same TCGA/CPTAC data described in Section 2.4.1. We define “trans” as the proteins coded by genes on a different chromosome from the cis-protein whose CNA is being evaluated. For each protein $i \in \{1, \ldots, m\}$, we wish to assess the association between CNA of protein $i$, and protein abundance of each of its $m'_i$ trans-proteins (in multiple cancer types), mediated through the abundance of protein $i$ (i.e. cis-mediated). For each protein $i \in \{1, \ldots, m\}$, we use the following regression models to assess the cis-mediated
trans-protein effects of CNA within each given cancer type (breast or ovary):

$$
\begin{align*}
\text{Breast} & \quad \begin{cases}
\text{trans-protein}_{ui'} = \tau_{b0'i'} + \tau_{b1'i'}\text{CNA}_{ui} + \tau_{b2'i'}^T\text{cov}_u + \epsilon_{ui'}, \\
\text{cis-protein}_{ui} = \alpha_{b0i} + \alpha_{b1i}\text{CNA}_{ui} + \alpha_{b2i}^T\text{cov}_u + \epsilon_{ui}, \\
\text{trans-protein}_{ui'} = \beta_{b0'i'} + \beta_{b1'i'}\text{cis-protein}_{ui} + \tau_{b1'i'}'\text{CNA}_{ui} + \beta_{b2'i'}^T\text{cov}_u + \epsilon_{ui'}, \\
\text{trans-protein}_{ui'} = \tau_{b0'i'} + \tau_{b1'i'}\text{CNA}_{ui} + \tau_{b2'i'}^T\text{cov}_u + \epsilon_{ui'}, \\
\text{cis-protein}_{vi} = \alpha_{o0i} + \alpha_{o1i}\text{CNA}_{vi} + \alpha_{o2i}^T\text{cov}_v + \epsilon_{vi}, \\
\text{trans-protein}_{vi'} = \beta_{o0'i'} + \beta_{o1'i'}\text{cis-protein}_{vi} + \tau_{o1'i'}'\text{CNA}_{vi} + \beta_{o2'i'}^T\text{cov}_v + \epsilon_{vi'}, \\
\text{trans-protein}_{vi'} = \tau_{o0'i'} + \tau_{o1'i'}\text{CNA}_{vi} + \tau_{o2'i'}^T\text{cov}_v + \epsilon_{vi'},
\end{cases} \\
\text{Ovary} & \quad \begin{cases}
\text{trans-protein}_{vi'} = \tau_{o0'i'} + \tau_{o1'i'}\text{CNA}_{vi} + \tau_{o2'i'}^T\text{cov}_v + \epsilon_{vi'}, \\
\text{cis-protein}_{vi} = \alpha_{o0i} + \alpha_{o1i}\text{CNA}_{vi} + \alpha_{o2i}^T\text{cov}_v + \epsilon_{vi}, \\
\text{trans-protein}_{vi'} = \beta_{o0'i'} + \beta_{o1'i'}\text{cis-protein}_{vi} + \tau_{o1'i'}'\text{CNA}_{vi} + \beta_{o2'i'}^T\text{cov}_v + \epsilon_{vi'}, \\
\text{trans-protein}_{vi'} = \tau_{o0'i'} + \tau_{o1'i'}\text{CNA}_{vi} + \tau_{o2'i'}^T\text{cov}_v + \epsilon_{vi'},
\end{cases}
\end{align*}
$$

(3.6)

where $\tau_{b1'i'}$ and $\tau_{o1'i'}$ are the (total) trans-effects of CNA $i$ on abundance of trans-protein $i'$ in breast and ovary tumors, respectively; $\alpha_{b1i}$ and $\alpha_{o1i}$ are the cis-effects of CNA on protein abundance for protein $i$ in breast and ovary tumors, respectively; $\beta_{b1'i'}$ and $\beta_{o1'i'}$ measure the conditional correlation of proteins $i$ and $i'$ in breast and ovary tumors, respectively, conditioning on CNA; cov’s are sets of covariates adjusted for in the regression analyses; $u$ and $v$ are subject indices; and $\epsilon$’s are error terms. For each protein $i \in \{1, \ldots, m\}$, we repeat the regression models for each of its $m'_i$ trans-genes within each cancer type (breast and ovary).

All models were adjusted for: tumor purity, age, stage (III/IV vs. lower than III), 5 genotype PCs, and 10 surrogate variables [Leek and Storey, 2007]. Models for breast tumors were restricted to female subjects, and adjusted for hormone-receptor (HR) status and histological subtype (infiltrating ductal, infiltrating lobular, mucinous, metaplastic, mixed histology or other). Models for ovary tumors were adjusted for tumor grade (3 or 4 vs. lower than 3).
Mediation test statistics

Using the summary statistics from the regression models specified in Equations 3.6, we calculated mediation test statistics $z_{\text{Sobel}}$ and $z_{\text{perm}}$ for each CNA/cis-protein/trans-protein trio. Quantile-quantile (QQ) plots comparing the observed $-\log_{10}(p)$-values of the test statistics to the expected quantiles under the standard normal distribution are presented in Figure 3.5. As shown in Figure 3.5A, for the mediation analysis in breast tumors, the Sobel test statistics (black points) show deflation as demonstrated by the trend of points falling below the quantiles expected under the null (red line), possibly due to the small sample size ($N = 74$). On the other hand, the permutation-based mediation test statistics (purple points) for the analysis of breast tumors do not appear deflated in Figure 3.5A. The two sets of mediation test statistics show similar distributions in the analysis of ovary tumors (Figure 3.5B), which has a larger sample size ($N = 121$) than the breast tumor analysis. Based on the visualization of the distributions, we utilize the permutation-based mediation test statistics ($z_{\text{perm}}$) in the integrative analysis using Primo.

Integrative analysis

We are interested in detecting joint trans-protein associations of CNAs mediated by cis-protein abundance in breast and ovary tumors. Using summary statistics from the regression models specified in Equations 3.6, we performed integrative analysis of $\sum_i m'_i = 48,437,634$ CNA/cis-protein/trans-protein trios using Primo, with alternative proportion specified as $\theta^1_j = 10^{-5}$ in both tumors. At a posterior probability threshold of 75%, there 2,317 CNAs with trans-protein association in both breast and ovary tumors (FDR < 8.4%). Of these, 61 trios had a posterior probability $> 75\%$ of cis-mediated trans-association in both breast and ovary tumors (FDR < 9.1%).

The $-\log_{10}(p)$-values of mediation effects and the mediation proportions $(\hat{\tau}_{\text{total}} - \hat{\tau}'_{\text{cis-adj}})/\hat{\tau}_{\text{total}}$ for the 61 trios with high probability of cis-mediated trans-protein association are shown in Figure 3.6. The mediation proportions ranged from 38% to $\geq 100\%$. 
Figure 3.5: *QQ-plots comparing Sobel to permutation-based product of coefficient mediation test statistics in the integrative trans-protein CNA analysis.* Observed $-\log_{10}(p)$-values (y-axis) are plotted against the $-\log_{10}(p)$-values expected under the null hypothesis of no mediation effect (x-axis) for the Sobel test statistics (black points) and permutation-based test statistics (purple points) in the analysis of breast (A) and ovary (B) tumors. The red line (slope=1) shows the expected pattern under the null. In the analysis of breast tumors (A), the Sobel test statistics appear deflated compared to the permutation-based test statistics, possibly due to the small sample size ($N = 74$). The two methods produced similar distributions of test statistics in the analysis of ovary tumors (B), which has a larger sample size ($N = 121$) than breast.
(with medians of 78% and 92% for breast and ovary tumors, respectively), demonstrating that for the identified trios, a sizable proportion of the effect of CNAs on the abundance of the trans-protein was mediated by cis-protein abundance.

Figure 3.6: CNA, cis-protein, trans-protein trios with high probability of mediation effects in both breast and ovary tumors. $- \log_{10}(p)$-values of mediation (indirect) effects using permutation-based test statistics (y-axis) are plotted against the mediation proportion $(\hat{\tau}_{\text{total}} - \hat{\tau}_{\text{cis-adj}}')/\hat{\tau}_{\text{total}}$ (x-axis) for the breast (pink) and ovary (teal) analysis for the 61 trios with high probability of mediation effects in both tumors. The dotted gray line shows the nominal threshold $p = 0.05$ while the dotted red line shows the Bonferroni corrected threshold of $p = 0.05/(2 \times 48, 437, 634)$. cis-protein/trans-protein pairs are labeled for outlying points and the cis-hubs COG3, IDH3A and TCP1.
The CNAs of 3 cis-proteins were associated with abundance of multiple trans-proteins: COG3, IDH3A and TCP1. COG3 frequently undergoes adenosine-to-inosine (A-to-I) RNA editing in cancers [Han et al., 2015; Peng et al., 2018], including lobular breast cancer [Shah et al., 2009]. Excessive RNA editing at the COG3 I/V site promotes tumor proliferation and is associated with poor prognosis in glioblastoma [Silvestris et al., 2019]. Overexpression of IDH3A promotes tumor growth by increasing the stability and transactivation activity of HIF-1α and is associated with poor overall survival of lung and breast cancer patients [Zeng et al., 2015]. TCP1 is a member of the chaperonin containing TCP1 complex (CCT), which is required for folding of tubulin and actin proteins [Vallin and Grantham, 2019]. TCP1 was found to be necessary for growth of breast cancer cells in vitro and associated with overall survival in breast cancer patients [Guest et al., 2015]. Moreover, the members of CCT which form the trans targets of TCP1 CNAs also have known associations with cancer phenotypes. CCT3 promotes tumor cell proliferation in liver, papillary thyroid, and gastric cancers [Zhang et al., 2016b; Shi et al., 2018; Li et al., 2017a], and higher expression of CCT3 is associated with poorer survival in liver cancer [Liu et al., 2019c]; levels of CCT4 may help predict chemoresponse in lung cancer [Epsi et al., 2019]; CCT5 has been proposed as a diagnostic biomarker for non-small cell lung cancer [Gao et al., 2017], and higher expression of CCT5 may implicate resistance to docetaxel treatment in breast cancer [Ooe et al., 2007]; higher levels of CCT6A were found to be associated with poorer overall survival in liver cancer and glioblastoma [Zeng et al., 2019; Hallal et al., 2019]; CCT7 has been identified as a potential biomarker for endometrial cancer [Shan et al., 2016]; and protein abundance of CCT8 is associated with the proliferation and invasion capacity of glioma cells [Qiu et al., 2015] as well as metastasis in pancreatic cancer [Liu et al., 2019a].

The results of the integrative analysis of cis-mediated trans-protein associations of CNAs demonstrate the potential for integrative mediation analysis to elucidate the mechanisms through which copy number alterations or other forms of genetic variation affect trans-omics or other distal traits. The cis-hubs (i.e. cis-proteins with multiple trans targets) identified
in such analyses may especially be of interest, given their effects on multiple trans-targets shared in multiple cancer types or other related disease phenotypes.

### 3.5 Discussion

In this chapter, we developed an integrative mediation analysis method – Primo(med) – by extending the Primo framework to integrate product of coefficient test statistics assessing the indirect (mediated) effect of an independent variable on a dependent variable acting through a mediator. The method can integrate Sobel test (recommended for larger sample sizes) or permutation-based (recommended for smaller sample sizes) product of coefficient test statistics. Primo(med) can be used to identify joint trans-associations that are mediated through effects on cis-omics traits. The associations detected by Primo(med) are: robust, since they are shared across multiple related conditions (such as different cancer types); interpretable, since they occur in the context of an organized mediation structure; and potentially of high public health or biological relevance since the association occurs in multiple conditions.

We applied Primo(med) to jointly analyze cis-mediated trans-protein effects of copy number alterations (CNAs) in breast and ovary tumors. We identified dozens of cis-mediated trans-associations, in each of which a substantial proportion of the total trans-association occurred by mediation through cis-protein abundance. We also identified several “cis-hubs” whose CNAs were associated with multiple trans-genes, and each cis-hub had previously reported associations to cancer-related phenotypes. The results of the analysis demonstrated the potential for Primo(med) to identify robust and interpretable trans-omics associations shared across multiple conditions.

There are some caveats to the presented work that warrant additional consideration. First, while the trans-associations identified by Primo(med) may be consistent with a causal mediation model, additional analyses and/or experiments should be conducted prior to making causal interpretations of any identified trans-associations. Second, we would like to stress the importance of accounting for possible sources of confounding in each of the regression
steps that create the summary statistics for Primo(med) since a key assumption of mediation analyses is that there is no unmeasured/unadjusted confounding in any of the relationships between independent variable (predictor), mediator and dependent variable (outcome). In addition to adjusting for measured covariates, in the presented analyses we also adjusted for surrogate variables [Leek and Storey, 2007] estimated from the matrices of protein abundance in order to account for possible unmeasured confounders that systematically affect protein abundance throughout the genome. Third, in the presented work, the pattern-specific proportions ($\pi_k$) and posterior probabilities were separately estimated for the total (direct) trans-association testing using Primo($t$) and the indirect (mediation) effect association testing using Primo($z$), and we used thresholding of posterior probabilities from each separately performed estimation to identify mediation trios. Neither the pattern-specific proportions nor the posterior probabilities of trios satisfying both total association and indirect effect association criteria (as required for mediation to be present) were directly estimated. Jointly estimating both criteria, to allow estimation of the probability of a mediation effect, is a direction for future research.

The Primo(med) algorithm developed in this work performs integrative mediation analysis to identify joint associations shared across conditions. We applied the method to identify cis-mediated trans-protein associations of CNAs in two tumor types, but the method could be adapted and applied to other settings. Such settings include: identifying cis-mediated trans-associations of germline variants or of somatic mutations other than CNAs; detecting instances where one omics trait (e.g. gene expression or DNA methylation) mediates the associations between genetic variants and another omics trait (e.g. protein abundance); or even integrating mediation test statistics testing associations with non-omics traits. Evaluating joint associations of (germline) genetic variants on both omics and non-omics (i.e. complex) traits is a topic further explored in Chapter 4.
CHAPTER 4

INTEGRATION OF MULTIPLE GWAS AND OMICS QTL SUMMARY STATISTICS FOR ELUCIDATION OF MOLECULAR MECHANISMS OF TRAIT-ASSOCIATED SNPS AND DETECTION OF PLEIOTROPY IN COMPLEX TRAITS

4.1 Introduction

In the post-genomic era, genome-wide association studies (GWAS) have identified tens of thousands of unique associations between germline genetic variants (e.g. single nucleotide polymorphisms, or “SNPs”) and human complex traits [Buniello et al., 2019]. Most of the trait-associated SNPs have small effect sizes and many reside in non-coding regions [Edwards et al., 2013; Hindorff et al., 2009], obscuring their functional connections to complex traits. It is known that trait-associated SNPs are more likely to also be expression quantitative trait loci (eQTLs) [Nicolae et al., 2010], thus many of these SNPs likely affect complex traits through their effects on expression levels and/or other “omics” traits. Extensive evaluations of genetic effects on omics traits such as gene expression [The GTEx Consortium, 2017], protein abundance [Johansson et al., 2013], DNA methylation [Smith et al., 2014], histone modification [McVicker et al., 2013; Grubert et al., 2015], and RNA splicing [Li et al., 2016] have revealed an abundance of quantitative trait loci (QTLs) for omics traits (omics QTLs) throughout the genome. These findings suggest that integrating data from omics and multi-omics QTL studies with GWAS would help to elucidate functional mechanisms that underlie trait/disease processes. Moreover, the integrative analysis of omics and multi-omics traits would also enhance confidence in detecting true omics-associations while reducing false positive findings by observing co-occurrence of associations in multiple different data types and borrowing information across multi-omics data sources. The increasing availability of summary statistics for complex traits and omics QTL studies in many conditions and cellular
contexts [The GTEx Consortium, 2017; Pasaniuc and Price, 2017; Bonder et al., 2017; Suhre et al., 2017] provides a valuable resource to conduct integrative analyses in a variety of settings and presents an unprecedented opportunity to gain a system-level perspective of the regulatory cascade, which may highlight targets for disease prevention and/or treatment strategies.

To integrate GWAS and omics QTL summary statistics, several methods have been proposed to identify trait-associated loci that share a common casual variant with omics QTLs (often referred to as “colocalization”). The implementations of these methods allow for integration of GWAS summary statistics with 1-2 sets of QTL summary statistics [Giambartolomei et al., 2014, 2018; Wen et al., 2017; Hormozdiari et al., 2016]. There are also methods that have been proposed to directly test the molecular mechanisms through which genetic variation affects traits by integrating GWAS and eQTL summary statistics [Gusev et al., 2016; Barbeira et al., 2018]. These methods have identified known and novel candidate genes underlying psychiatric disorders [Giambartolomei et al., 2018], diabetes traits [Hormozdiari et al., 2016], obesity-related traits [Giambartolomei et al., 2014; Wen et al., 2017; Gusev et al., 2016], and other traits. By applying the integrative methods to multi-omics data, some QTL pairs such as eQTL and methylation (me)QTL pairs have also been identified with evidence of a shared causal mechanism [Giambartolomei et al., 2018; Pierce et al., 2018]. Integrating studies of multiple complex and omics traits could produce a more comprehensive picture of how cellular processes contribute to variation in complex traits.

Compared to integrating GWAS with single omics QTL statistics, studying multi-omics QTLs increases the chances of detecting the regulatory mechanisms underlying trait/disease-associated SNPs. The effect of any particular SNP may be strong for some omics traits and weak or absent for others. For example, protein (p)QTLs exist for genes lacking an apparent eQTL [Battle et al., 2015], suggesting post-transcription regulation [Chick et al., 2016]. And there could be multiple different omics QTLs in a gene region with different functions. As another example, SNPs affecting RNA splicing (splicing QTLs) may not be eQTLs in a
gene region [Li et al., 2016]. Moreover, QTL effects may vary across molecular phenotypes [Vandiedonck, 2018], tissue types [The GTEx Consortium, 2017], cell types [van der Wijst et al., 2018; Chen et al., 2016], or other contexts [Yao et al., 2014; Zhernakova et al., 2017]. For example, lead SNPs for eQTLs (eSNPs, and a “lead SNP” is the SNP with the smallest association $P$-value with a particular trait in the region) often vary by tissue type [The GTEx Consortium, 2017]. Jointly analyzing the omics QTL association summary statistics to more than one type of omics trait from different conditions/studies could yield a more complete portrait of the regulatory landscape. Given the increasing availability of summary statistics for omics QTLs from different studies/conditions/cell-contexts, novel methods and tools are needed to integrate GWAS with many relevant sets of omics QTL summary statistics for an improved understanding of the mechanisms of trait-associated SNPs.

Jointly analyzing more than three complex and omics traits can also be viewed as an approach for identifying shared mechanisms that underlie multiple complex traits – pleiotropic effects. Pleiotropy is ubiquitous in the genome [Sivakumaran et al., 2011; Pickrell et al., 2016]. Since pleiotropic effects often occur among related diseases and traits [Parkes et al., 2013; Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013; Wu et al., 2018], shared mechanisms are likely to exist. By integrating omics QTL summary statistics from multiple trait-relevant tissue types with GWAS statistics, one can also boost power in detecting pleiotropic effects while simultaneously providing mechanistic interpretations.

Given the rich availability of omics and multi-omics QTL summary statistics and their dynamic effects in different cellular conditions, in order to provide a comprehensive mechanistic interpretation of known trait-associated SNPs, it is desirable to develop new methods that can integrate multiple sets of GWAS statistics and omics QTL statistics from different conditions/studies while accounting for study heterogeneity, potential sample correlations and linkage disequilibrium (LD). Additionally, as the number of traits/studies/conditions being considered grows, it will be more likely to detect joint associations by chance, necessitating proper multiple testing adjustment. To address those challenges, in this work we
tailor the integrative method described in Chapter 2 (Primo) to integrate summary statistics from multiple GWAS and omics QTL studies.

As described in Chapter 2, Primo is flexible in many aspects: it allows unknown and arbitrary study heterogeneity and can detect coordinated effects from multiple studies while not requiring the effect sizes to be the same; it allows the summary statistics to be calculated from studies with independent or overlapping samples with unknown sample correlations; and it is not an omnibus test for association, but rather can be used to calculate the probability of each SNP belonging to each type (or groups) of interpretable association patterns (e.g. the probability of a trait-associated SNP also being associated with at least one/two cis omics-traits). For gene regions harboring known susceptibility loci, the conditional association analysis of Primo examines the conditional associations of a known trait-associated SNP with other complex and omics traits adjusting for other lead SNPs in a gene region. It moves beyond joint association towards colocalization, and provides a thorough inspection of the effects of multiple SNPs within a region to reduce spurious associations due to LD.

We conduct extensive simulations to evaluate the performance of Primo under various scenarios in analyzing multiple sets of summary statistics from studies with correlated samples. We apply Primo to examine the omics trait association patterns for known SNPs associated with breast cancer risk by integrating multi-omics QTL summary statistics from the Genotype-Tissue Expression (GTEx) project [The GTEx Consortium, 2017] and The Cancer Genome Atlas (TCGA) [The Cancer Genome Atlas Network, 2012] with GWAS statistics from The Breast Cancer Association Consortium (BCAC) [Michailidou et al., 2017]. We also apply Primo to detect known trait-associated SNPs with pleiotropic effects to two complex traits in gene regions harboring susceptibility loci for at least one trait, while also providing mechanistic interpretations by integrating publicly available GWAS summary statistics [Liu et al., 2015; Wood et al., 2014; Locke et al., 2015; Churchhouse and Neale, 2017] with multi-tissue eQTL summary statistics from GTEx. In this work, we focus on only trait-associated SNPs and aim to provide comprehensive mechanistic interpretations of how known GWAS
SNPs affect complex traits. It should be noted that the goal of the analyses is not to identify true causal SNPs. However, the Primo algorithm is generally applicable to integrative association analysis, and when applied in other contexts, the interpretations of the results may be different.

4.2 Methods – Primo for joint association and conditional association across studies/conditions/data-types

4.2.1 Assessing joint associations of SNPs across data types

As in the general integrative association analysis version of Primo (described in Section 2.2.1), when assessing the joint association of SNPs across data types, Primo takes as input multiple sets of association summary statistics from different studies of different data types. The multiple sets of summary statistics could be one set of GWAS statistics and multiple sets of omics/multi-omics QTL statistics, or two or more sets of GWAS statistics of related traits and multiple sets of omics/multi-omics QTL statistics (e.g. different omics phenotypes or the same omics phenotype(s) measured in multiple trait-relevant tissue/cell types).

The input matrix, $T_{m \times J}$, consists of the summary statistics for the associations of $m$ SNPs with $J$ types of traits from $J$ studies with independent or correlated samples. Note that here a “study” refers to a study of SNPs’ associations to a particular trait in a particular condition/cell-type/tissue-type. For each SNP $i$, there must be one and only one true underlying association pattern. Primo calculates the probability of a given SNP being in each of the $K = 2^J$ mutually exclusive association patterns by borrowing information across SNPs in the genome and across $J$ traits. If $a_i$ denotes the true association pattern for SNP $i$, then the probability that SNP $i$ belongs to association pattern $k$ is given by:

$$P(a_i = k|T_i, \pi_k) = \frac{\pi_k D_k(T_i)}{\sum_{b=1}^K \pi_b D_b(T_i)},$$

(2.1, revisited)
where $T_i$ is a vector of $J$ association statistics and is also the $i$-th row in the $T$ matrix, $\pi_k$ represents the overall proportion of SNPs in the genome belonging to the $k$-th association pattern ($k = 1, \ldots, K$), and $D_k(\cdot)$ is the multivariate density function of $J$ sets of statistics, conditioning on the $k$-th association pattern.

As in the general integrative association analysis version of Primo, one may collapse association patterns based on biological interpretations and obtain the posterior probabilities of patterns of interest by summing over the probabilities of those mutually exclusive patterns. As illustrated in Figure 4.1, when $J = 4$, there are 16 possible association patterns. We may collapse the association patterns into interpretable groups. For example, here we are interested in the trait-associated SNPs that are also associated with at least 1 omics trait. And we can obtain the probability estimate by summing over the posterior probabilities of patterns 10-16.

4.2.2 Estimating empirical null and alternative marginal density functions for SNP associations

As described in Section 2.2.3, Primo estimates each pattern-specific multivariate density function $D_k$ using estimated parameters from the null and alternative marginal density functions for each study $j$. When assessing the joint associations of SNPs, Primo estimates the marginal null and alternative density functions of the test statistics by adopting the limma method as described in Section 2.2.2, with the following modifications. For genetic association studies, we calculate the error variance for each SNP based on the $t$-statistic and the minor allele frequency (MAF) assuming that covariates are independent from genotypes. That is, the error variance for SNP $i$ is given by $s_{ij}^2 = se^2(\hat{\beta}_{ij}) \cdot 2N_j(MAF_i)(1 - MAF_i)$, where $N_j$ is the sample size for study $j$. The estimation of the empirical null and alternative marginal densities is similar to that described in the general integrative association analysis version of Primo (see Section 2.2.2), except for a modification to the calculation of the scaling factor under the alternative, $v_{ij}$. For genetic association studies, the scaling factor is
### Q matrix Interpretation

<table>
<thead>
<tr>
<th>$k$</th>
<th>$K = 2^j$</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GWAS</td>
<td>eQTL</td>
</tr>
<tr>
<td>1-8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 4.1: **Example of Q matrix for mechanistic interpretations of trait-associated SNPs.** Interpretations of association patterns for an analysis of a complex trait, eQTL, meQTL and pQTL studies for $j = 1, 2, 3$ and 4, respectively. The red box shows how association patterns can be collapsed into groups of interest (here, summing probabilities across the patterns in the red box would yield the probability of association with the complex trait and at least one omics trait).
calculated as \( v_{ij} = (1 + v_{0j}/w_{ij})^{1/2} \), where \( v_{0j} \) is the variance hyperparameter for the prior placed on nonzero effect size coefficients, and \( w_{ij} \) is a SNP-specific weight for SNP \( i \), with 
\[ w_{ij} = 1/(2N_j \cdot \text{MAF}_i(1 - \text{MAF}_i)). \]

### 4.2.3 Mechanistic interpretations of trait-associated SNPs via Primo conditional association analysis in gene regions harboring susceptibility loci

In order to elucidate the molecular mechanisms of known trait-associated SNPs, one may examine the omics trait associations of those SNPs by integrating GWAS and omics QTL summary statistics. However, a major challenge in such analyses is the complex LD structure among SNPs in the same gene region.

To assess whether the trait-association of a SNP \( i \) reflects an independent causal variant or is simply due to being in LD with a nearby lead SNP \( i' \), conditional association analysis is often conducted [Schaid et al., 2018]. It tests the conditional association of SNP \( i \) with the trait of interest adjusting for the genotype of the lead SNP \( i' \) and other covariates. If SNP \( i \) is no longer statistically significant after adjusting for the lead SNP, it is unlikely that the trait-association of SNP \( i \) reflects an independent causal effect.

Following this idea, to assess whether a GWAS SNP is associated with omics traits due to it being in LD with lead omics QTLs, we propose to conduct conditional association analysis with summary statistics of the GWAS SNP and lead omics QTLs as input. Here we consider a GWAS SNP \( i \) of interest and a set of lead omics SNPs \( I' \) in the gene region, where \( I' = \{1',...,L'\} \) is a set of indices. We can model the joint association statistics for SNPs \( i \) and \( I' \) in study \( j \), i.e., \((t_{ij}, t_{1'j}, ..., t_{L'j})\), using a multivariate normal distribution, \( \mathcal{N}(0, \Lambda_j) \), where \( \Lambda_j \) is the \( 1 + L' \) by \( 1 + L' \) variance-covariance matrix described as follows. The diagonal elements of \( \Lambda_j \) correspond to the study-specific variances of statistics of the SNPs. Specifically, the \((1, 1)\) entry of \( \Lambda_j \) is given by \( \sigma_{ij}^2 \), which is the marginal variance of
the statistic $t_{ij}$ for SNP $i$ in study $j$ with $\sigma^2_{ij} = \frac{d_j}{d_j - 2}$ under the null and $\sigma^2_{ij} = \nu_{ij}^2 \cdot \frac{d_j}{d_j - 2}$ under the alternative. For each lead SNP $i' \in I'$ with its most plausible association pattern $k_{i'}$, the variance of the corresponding $t$-statistic $t_{i'j}$ is given by $\sigma^2_{i'k_{i'}j} = 2\nu_{i'j} \cdot \frac{d_j}{d_j - 2}$. The off-diagonal elements of $\Lambda_j$ are calculated based on the study-specific variances of the SNPs and the LD among the SNPs assuming additional covariates are independent of the SNP genotypes [Yang et al., 2012]. For instance, the covariance between $t_{ij}$ and $t_{i'j}$ is $\sigma_{ij} \cdot \sigma_{i'k_{i'}j} \cdot \rho_{ii'}$ where $\rho_{ii'}$ is the genotype correlation coefficient of the SNPs $i$ and $i'(\in I')$.

Partitioning the variance-covariance matrix $\Lambda_j$ as follows, $\Lambda_j = \begin{pmatrix} \Lambda_{j,11} & \Lambda_{j,12} \\ \Lambda_{j,21} & \Lambda_{j,22} \end{pmatrix}$ with sizes $\begin{pmatrix} 1 \times 1 & 1 \times L' \\ L' \times 1 & L' \times L' \end{pmatrix}$, we can obtain the conditional null and alternative distributions for SNP $i$ in study $j$ as

$$t_{ij} \mid \begin{pmatrix} t_{1'j} \\ \vdots \\ t_{L'j} \end{pmatrix} \sim N(\Lambda_{j,12} \Lambda_{j,22}^{-1} \begin{pmatrix} t_{1'j} \\ \vdots \\ t_{L'j} \end{pmatrix}, \Lambda_{j,11} - \Lambda_{j,12} \Lambda_{j,22}^{-1} \Lambda_{j,21})$$

where $\Lambda_{j,22}^{-1}$ denotes the inverse of the matrix $\Lambda_{j,22}$. Here we approximate the conditional $t$-distributions with the conditional Gaussian distribution for efficient density estimation since most GWAS and omics QTL studies have sample sizes large enough for good approximation.

With the conditional null and alternative density functions for SNP $i$ in study $j$ adjusting for other lead omics SNPs in the region, we can proceed to obtain the pattern-specific $J$-variate density functions for all association patterns as outlined in the previous subsection and re-assess the probabilities of each association pattern in (2.1) using the conditional densities with the previously estimated $\pi_k$’s. We propose to conduct gene-level conditional association analysis accounting for LD structures only in selected gene regions, after the SNP-level association analysis.

Figure 4.2 shows a conceptual illustration of the conditional association analysis. If the
GWAS SNP is an independent meQTL and pQTL, it remains associated with methylation and protein after adjusting for other lead SNPs in the region; and if the GWAS SNP is associated with cis-expression levels because it is in LD with the lead eSNP, it will be no longer significantly associated with expression after adjusting for the lead eSNP. With conditional association analysis, we can reduce spurious associations due to LD.

As a summary, to elucidate the molecular mechanisms of trait-associated SNPs, we first obtain the estimates of key parameters ($\pi_k$’s, $D_k$’s) by borrowing information across all SNPs and across traits/studies. Then we focus on each gene region harboring known trait-associated SNPs, and conduct a SNP-level association analysis to all traits for all SNPs in the gene region, followed by a conditional association analysis for each GWAS SNP of interest accounting for LD with other lead omics SNPs. If a GWAS SNP is no longer associated with a particular omics trait after conditioning on the lead omics SNPs, we will not consider it as being truly associated with the omics trait, i.e., the GWAS SNP is not affecting the complex trait via modulating the omics trait. Estimated FDR can be calculated similar to Equation (2.3), with the following modification.

$$\text{estFDR}(\lambda) = \frac{\sum_i (1 - \hat{P}_i) 1(\hat{P}_i \geq \lambda)}{\#\{\hat{P}_i \geq \lambda\}},$$

(2.3, revisited)

In the calculation of the numerator of the estimated FDR, for each SNP $i$ that is no longer significant after conditional analysis, its contribution to the numerator $(1 - \hat{P}_i) 1(\hat{P}_i \geq \lambda)$ in Equation (2.3) is corrected to be 1 since it is considered as an estimated false discovery.
Figure 4.2: Conceptual illustration of the conditional association analysis of Primo. Consider a joint analysis of GWAS summary statistics and summary statistics of eQTL, meQTL and pQTL. In a gene region harboring trait-associated SNPs, there is a GWAS SNP of interest (red/blue dot) and two other confounding SNPs – the lead SNPs for eQTL and meQTL (green cross). Before conditional association analysis, the GWAS SNP is estimated to be associated with cis expression, methylation and protein levels. After adjusting for the two lead omics SNPs, the GWAS SNP is no longer associated with cis expression levels (blue dot) but is still estimated to be a me- and pQTL.
4.3 Simulations

4.3.1 Comparison with existing methods for jointly analyzing associations to three traits

In Scenario 1, we simulated genotypes and phenotypes with pairwise sample correlations of 0.2 among $J = 3$ studies for 1 million SNPs. The proportions of SNPs associated with only one, exactly two, and all of the three traits were $5 \times 10^{-3}$, $5 \times 10^{-4}$, and $5 \times 10^{-4}$, respectively. Non-zero effect sizes were simulated from a $N(0, \sigma^2)$ distribution, with $\sigma^2 = 0.25, 0.5$ and 1.0 each in one third of gene regions. We then calculated the SNP-level test statistics and $P$-values as input for Primo.

Here we compared the true and estimated FDRs and power to detect associations to all three traits and to at least one trait, based on Primo versus two competing methods, “moloc” [Giambartolomei et al., 2018] and Fisher’s method [Fisher, 1918]. The results with correctly specified, under-specified (by 10-fold) and over-specified (by 10-fold) marginal non-null proportions ($\theta^j_1$’s) are shown in Table 4.1. When $\theta^j_1$’s are well-specified (Scenario 1a in Table 4.1), Primo nicely controlled the FDR even in the presence of unknown study/sample correlations – highlighting one advantage of Primo in integrating potentially correlated multi-omics data.

Note that moloc and Primo are not directly comparable as moloc aims to assess whether three traits of interest share a causal variant in a gene region, while Primo first identifies SNPs’ joint associations to multiple traits and then reduces spurious associations due to LD. Nevertheless, we show comparisons between Primo and moloc in the simulated setting. Since moloc does not output the posterior probabilities for all SNPs in every association pattern, we are only able to compare the power and FDR of Primo versus moloc in detecting associations to all three traits. We observed that Primo generally enjoys substantial power improvement, which is not surprising because the goal of moloc is more restrictive. As shown in Table 4.1, the estimated FDR (estFDR) is very close to the true FDR for Primo. Fisher’s method, as a combination method for testing omnibus hypotheses, can only be used to detect
SNPs with associations to at least one trait, and is not applicable to detect associations to all traits. The estimated FDR [Storey and Tibshirani, 2003; Storey et al., 2015] for Fisher’s method based on nominal $P$-values are not well controlled due to correlations among test statistics, as expected. At similar power levels, the FDRs observed across simulations of Fisher’s method are also much higher than those of Primo.

In this simulation, the true $\theta_{j}^{1}$’s are $2.5 \times 10^{-3}$. In Scenario 1b, we under-specified $\theta_{j}^{1}$ to be $\theta_{j}^{1}/10$. As shown in Table 4.1, although power might decrease to some extent, the FDRs are reasonably controlled. In Scenario 1c, when $\theta_{j}^{1}$’s are over-specified by an order of magnitude as $10 \times \theta_{j}^{1}$, we observed slightly inflated FDRs. As such, we suggest to obtain reasonable estimates for $\theta_{j}^{1}$’s based on the current data and the literature, or under-specify $\theta_{j}^{1}$’s to be more conservative. When $\theta_{j}^{1}$’s are correctly or under-specified in a certain range, Primo is robust to parameter specification.

Table 4.1: Simulation results evaluating the performance of Primo in comparison to other methods. When $J = 3$ with correlated samples, we compared Primo versus moloc and Fisher’s method in detecting associations to at least 1 trait and associations to all traits and when parameters are correctly, under- and over-specified. PP := posterior probability; estFDR := estimated FDR.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>Association to at least one trait</th>
<th>Association to all three traits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PP $\geq$ 0.90</td>
<td>PP $\geq$ 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>true estFDR Power</td>
<td>true estFDR Power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FDR (%) (%) (%)</td>
<td>FDR (%) (%) (%)</td>
</tr>
<tr>
<td>1a</td>
<td>Primo (t)</td>
<td>0.3 0.2 67.3</td>
<td>0.6 0.5 68.5</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>0.2 0.2 66.3</td>
<td>0.5 0.5 67.5</td>
</tr>
<tr>
<td></td>
<td>moloc</td>
<td>- - - - -</td>
<td>- - - - -</td>
</tr>
<tr>
<td></td>
<td>Fisher’s</td>
<td>11.6 - 69.3</td>
<td>19.9 - 79.8</td>
</tr>
<tr>
<td>1b</td>
<td>Primo (t)</td>
<td>&lt; 0.01 &lt; 0.01 56.1</td>
<td>&lt; 0.01 &lt; 0.01 56.8</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>0.1 0.2 66.0</td>
<td>0.2 0.5 67.1</td>
</tr>
<tr>
<td></td>
<td>moloc</td>
<td>- - - - -</td>
<td>- - - - -</td>
</tr>
<tr>
<td>1c</td>
<td>Primo (t)</td>
<td>1.4 0.3 69.4</td>
<td>3.5 1.0 71.0</td>
</tr>
<tr>
<td></td>
<td>Primo (P)</td>
<td>1.0 0.3 67.2</td>
<td>3.7 1.3 69.6</td>
</tr>
<tr>
<td></td>
<td>moloc</td>
<td>- - - - -</td>
<td>- - - - -</td>
</tr>
</tbody>
</table>
In this section, we simulated association statistics for correlated SNPs in moderate to high LD and evaluated the performance of the proposed conditional association approach in the presence of LD. To simulate genotype data with a realistic LD structure, we used the sim1000G package [Dimitromanolakis et al., 2019] to simulate 1 million variants for 1000 subjects using chromosomes 8, 9 and 10 in the CEU 1,000 Genomes population [Auton et al., 2015]. We divided the genotypes into regions of 1000 consecutive SNPs in order to form gene regions. Within each region, we randomly selected one SNP with MAF > 0.1 to be the “known trait-associated SNP” and randomly selected two “confounding SNPs” in moderate to strong LD with both the trait-associated SNP and each other (pairwise $r \in [0.5, 0.8]$). Within each gene region, we then generated $J = 4$ traits. The first trait is a “complex trait” for all 1000 subjects and the three other traits are “omics traits” with sample sizes of 500, 300, and 200, respectively, resampled from the 1000 subjects. In 20% of the LD blocks the true underlying association pattern for the trait-associated SNP is (1,0,1,0) while the association patterns for the two confounding SNPs are (1,1,0,0) and (0,1,1,1), respectively. These LD blocks represent gene regions with no SNP truly associated with all traits but with multiple SNPs in LD with different association patterns. The effect sizes in these blocks ranged from 0.1 – 0.4. We further simulated another 20% of LD blocks where the true underlying association pattern for the trait-associated SNP is (1,1,1,1) while the association patterns for the two confounding SNPs are (0,1,0,0) and (0,0,1,0), respectively. These LD blocks represent gene regions with one true causal SNP associated with all traits as well as two confounding SNPs in high LD with it. For the remaining 60% of the LD blocks, no SNPs are associated with any traits. Then we obtain the single-variant association statistics $T$ for 1 million SNPs with $J = 4$ traits.

We applied Primo with $T$ as input to identify SNPs associated with all traits. For each index SNP detected as significant at the probability cutoffs of 0.8 and 0.9, we further...
conducted conditional association analysis, conditioning on its two confounding SNPs in moderate to high LD. The trait-associated SNPs that no longer have the highest probabilities in the pattern of $(1, 1, 1, 1)$ after conditional association analysis were not considered to be positive findings. In the calculations of the FDRs, we use the same denominators before and after conditional association analysis for fair comparison. That is, the denominators are the number of identified SNPs with associations to all traits at a given cutoff before the conditional associating analysis. After conditional analysis, the numerator (i.e. # false positive) of the true FDR is the number of SNPs that are not truly associated to all traits, yet continue to show the highest probability in the pattern of $(1, 1, 1, 1)$ after conditional association analysis. In the calculation of the numerator of the estimated FDR, for each SNP $i$ that is no longer significant after conditional analysis, its contribution to the numerator $(1 - \hat{P}_i)1(\hat{P}_i \geq \lambda)$ in the formula (2.3) is corrected to be $1$ since we considered it as an estimated false discovery.

Table 4.2 summarizes the results over 100 simulations. As shown in the table, when SNPs are in LD, we observed some slightly inflated FDRs without conditional association analysis even when $\theta_j$’s are correctly specified (Scenario 2a). In contrast, after accounting for LD, true FDRs are reduced and are well-controlled by the estimated FDRs. In Scenario 2b and 2c, we under-specified and over-specified $\theta_j$’s by 10 fold. Overall, Primo after conditional association analysis could yield nice control of FDR and maintain good power when $\theta_j$’s are correctly or under-specified.

Table 4.2: Comparison of Primo results before and after conditional association analysis. PP := posterior probability

| Scenario | PP ≥ 0.9 | | | PP ≥ 0.8 | | |
|----------|----------|----------|----------|----------|----------|
|          | True FDR (%) | estFDR (%) | Power (%) | True FDR (%) | estFDR (%) | Power (%) | True FDR (%) | estFDR (%) | Power (%) | True FDR (%) | estFDR (%) | Power (%) |
| 2a       | 5.1      | 2.5      | 71.3     | 4.1      | 4.7      | 70.3     | 8.7      | 4.6      | 82.8     | 6.4      | 8.6      | 80.8     |
| 2b       | 3.8      | 2.4      | 67.4     | 2.9      | 5.6      | 65.7     | 7.0      | 4.6      | 79.2     | 4.7      | 10.1     | 75.9     |
| 2c       | 7.6      | 2.7      | 76.4     | 6.9      | 3.4      | 76.3     | 13.6     | 5.0      | 88.5     | 11.8     | 7.9      | 88.0     |
4.4 Data applications

4.4.1 Description of studies and data

The Genotype-Tissue Expression (GTEx) Project

The Genotype-Tissue Expression (GTEx) project was established to study tissue-specific
gene expression and regulation. The GTEx V8 dataset contains data from 948 donors and
17,382 samples from 52 tissues and two cell lines [Aguet et al., 2019]. QTL analyses were
conducted using RNA-seq and genotype data from 838 donors and 15,201 samples from
49 tissue types. GTEx samples underwent whole genome sequencing (WGS) at a median
depth of 32x on Illumina HiSeq 2000 or Illumina HiSeq X. Additional details about the
genotyping pipeline and sample and variant quality control have been reported elsewhere
[Aguet et al., 2019]. GTEx RNA sequencing was performed using the Illumina TruSeq™
RNA sequencing platform. Raw sequence data were processed using the Broad’s Picard
pipeline [Broad Institute, 2019]. Data was aligned using STAR (v2.5.3a) [Dobin et al.,
2013]. RNA-SeQC [DeLuca et al., 2012] was used for quality control and gene-level expression
quantification, and TMM [Robinson and Oshlack, 2010] was used to normalize read counts.
Additional details on the RNA-Sequencing pipeline and processing are reported elsewhere
[Aguet et al., 2019].

GTEx cis-eQTL summary statistics were generated by linear regression as implemented
in FastQTL [Ongen et al., 2016], adjusting for sex, genotyping platform, WGS library con-
struction protocol (PCR-based or PCR-free), five genotype principal components (PCs), and
up to 60 PEER [Stegle et al., 2012] variables.

The Cancer Genome Atlas (TCGA)

The Cancer Genome Atlas (TCGA) project is described in Section 2.4.1. Genotype data
and clinical covariates for TCGA breast cancer subjects were downloaded through the Ge-
nomic Data Commons (GDC) Data Portal [Grossman et al., 2016]. TCGA subjects were
genotyped on the Affymetrix Genome-wide Human SNP Array 6.0. Germline genotypes
were measured in blood-derived DNA samples primarily. For subjects missing genotyping
from blood samples, we used genotype measured in solid normal tissue as a surrogate. Re-
stricting to bi-allelic variants on autosomes yielded 859,193 SNPs. After removing subjects
with duplicate blood genotypes that did not match (i.e. labeling problems), there were 1094
subjects remaining. We used IMPUTE2 [Howie et al., 2009] to conduct genotype imputation
using 1000 Genomes as the reference panel (phase3 v5) [Auton et al., 2015]. We performed
30 MCMC iterations, discarding the first 10 as burn-in, using 1 MB intervals for inference.
SNPs with an imputation info score < 0.3 or with a minor allele frequency (MAF) < 0.01
were removed post-imputation.

Gene expression, protein abundance, and DNA methylation data for TCGA subjects
were downloaded using TCGA-Assembler 2 [Wei et al., 2018]. RNA sequencing was per-
formed in tumor tissues using the Illumina HiSeq 2000 RNA Sequencing platform. RNA-Seq
expression levels were quantified using HTSeq-count [Anders et al., 2015]. DNA methylation
was measured in tumor tissue samples using the Infinium HumanMethylation450 BeadChip.
The level of methylation at each CpG site was measured as a $\beta$ value ranging from 0 (com-
pletely unmethylated) to 1 (completely methylated). Protein abundance was measured in
tumor tissue samples using iTRAQ (isobaric tag for relative and absolute quantitation)
mass-spectrometry (MS) in experiments conducted by the Clinical Proteomic Tumor Analy-
sis Consortium (CPTAC) [Ellis et al., 2013]. The protein abundance was measured using
the Log Ratio (i.e. the log of the ratio between the spectral count of a protein in a sample
versus the spectral count of the protein in the reference sample). We restricted our analysis
of protein abundance to the 77 high-quality samples as identified by Mertins et al. (2016).
We further restricted the analysis to the 74 of these 77 samples from female subjects with
measured tumor purity scores [Aran et al., 2015].

Prior to QTL analyses, expression, methylation and protein measurements for TCGA
samples were transformed to the quantiles of the standard normal distribution (separately for each gene, CpG site or protein). Imputed genotypes were converted to expected counts of the alternative allele. We generated cis-QTL summary statistics using linear regression as implemented in Matrix eQTL [Shabalin, 2012], adjusting for subject covariates. QTL analyses were restricted to female subjects. Covariates included tumor purity scores [Aran et al., 2015], cancer stage, histological subtype (infiltrating ductal, infiltrating lobular, mucinous, metaplastic, mixed histology or other), estrogen receptor (ER) and progesterone receptor (PR) status, and genotype principal components (15 PCs for expression and methylation; 3 PCs for protein). We generated genotype PCs in PLINK 1.90 [Chang et al., 2015; Purcell and Chang, 2017] using measured bi-allelic variants on autosomes with the following filters: minor allele frequency ≥ 0.05; Hardy-Weinberg Equilibrium p-value ≥ 0.0001; pairwise linkage disequilibrium $R^2 \leq 0.2$.

Cis associations were defined as: < 250 kb apart from transcription start site (TSS) for expression and protein; < 50 kb apart from a CpG site for methylation. For GWAS-reported SNPs that were missing based on these criteria, we selected the nearest gene (based on distance between the SNP and transcription start site) for which both gene expression and protein abundance levels were available (Application I in the main text) or for which gene expression levels were measured in both tissues (Application II in the main text). For these regions, we included associations < 1 Mb apart from the transcription start site. Note that using different definitions of cis window sizes may have yielded slight differences in results. For genes in regions of GWAS-reported SNPs missing protein or methylation data, and for GWAS-reported SNPs that could not be mapped to a GTEx variant, a $t$-statistic of 0 was added for the missing data to allow integration of the non-missing test-statistics.

Genome-wide association studies (GWAS)

For summary statistics of genetic associations with complex traits (such as disease susceptibility), we used data from several publicly available genome-wide association studies
Breast cancer susceptibility GWAS summary statistics were obtained from the Breast Cancer Association Consortium (BCAC) [Michailidou et al., 2017]. Height and body mass index (BMI) GWAS summary statistics were obtained from the GIANT consortium [Wood et al., 2014; Locke et al., 2015]. GWAS summary statistics for Ulcerative Colitis and Crohn’s disease were obtained from the International Inflammatory Bowel Disease (IBD) Genetics Consortium [Liu et al., 2015]. GWAS summary statistics for LDL and triglycerides were obtained from a meta-analysis of circulating metabolites quantified by nuclear magnetic resonance metabolomics [Kettunen et al., 2016] and from the Global Lipids Genetics Consortium (GLGC) [Willer et al., 2013]. For purposes of replication, summary statistics were obtained for GWAS of several traits performed in the UK Biobank [Churchhouse and Neale, 2017].

4.4.2 Application I: Understanding the mechanisms of breast cancer susceptibility loci

With over 100,000 breast cancer cases and a similar number of controls, BCAC has recently reported 174 common genetic variants associated with breast cancer risk [Michailidou et al., 2017]. In order to understand the underlying mechanisms of those susceptibility risk loci and their potential cis target genes, a recent study conducted cis-eQTL analysis using both normal and tumor breast transcriptome data and identified multiple genes likely to play important roles in breast tumorigenesis [Guo et al., 2018].

In addition to transcription, SNPs may affect cis-epigenetic features, protein abundances, and other omics traits. Functional relationships may exist among those omics traits. Therefore, we propose to jointly examine the susceptibility risk loci and their effects on multiple omics traits in tumor and normal tissues in order to better understand the mechanisms through which risk-associated SNPs act in different conditions. Moreover, this analysis will enhance our understanding of the regulatory cascade and their roles in breast tumorigenesis. The regulatory SNPs with “cascading effects” [Battle et al., 2015; Pai et al., 2015] on gene
regulation and downstream gene products are of particular interest.

In this work, we applied Primo to integrate GWAS summary statistics from BCAC with the eQTL, meQTL, and pQTL association summary statistics obtained from 1012, 762, and 74 breast tumor samples, respectively, from TCGA [The Cancer Genome Atlas Network, 2012] and CPTAC [Mertins et al., 2016], and eQTL summary statistics obtained from 396 normal breast mammary samples from GTEx [Aguet et al., 2019]. A total of 162 of the GWAS SNPs reported by Michailidou et al. (2017) reached genome-wide significance ($P < 5 \times 10^{-8}$) in the meta-analysis. And there are 158 of these SNPs with MAF > 1% in TCGA data. And the 158 breast cancer GWAS SNPs are the SNPs we examined for mechanistic interpretations, while we used genome-wide summary statistics from all SNPs to obtain estimations of key parameters. Note that one SNP could be mapped to multiple genes and multiple CpG sites. We assessed the probabilities of 32 ($2^5$, for GWAS and 4 omics QTLs) association patterns for each SNP-gene-CpG-protein quartet. In the conditional association analysis of gene regions harboring at least one GWAS SNP, we selected the lead SNP for each omics trait in the region and adjusted for any lead SNP outside a 5kb distance of and with LD $R^2 < 0.9$ with the GWAS-reported SNP (those with $R^2 > 0.9$ or within 5kb were considered likely to share a causal variant or too close to assess individual associations, respectively).

At the 80% probability cutoff and after conditional association analysis (estimated FDR of 4.2, 9.6, 20.2 and 13.2%), there were 52, 26, 9 and 1 GWAS SNPs out of 158 examined being associated with at least 1, 2, 3 or 4 omics traits, respectively. The three GWAS SNPs (rs11552449, rs3747479, and rs73134739) in the three genes (DCLRE1B, MRPS30, and ATG10, respectively) reported in Guo et al. (2018) had high probabilities of being an eQTL in both tumor and normal tissues (with probabilities of 61.1, 95.6, and >99.9%, respectively). In the KLHDC7A gene region, the GWAS SNP rs2992756 (indicated by red dot in Figure 4.3) is associated with the expression, methylation and global protein abundance levels of the cis-gene KLHDC7A. Figure 4.3 shows the plot of $-\log_{10}(P)$-values of associations to breast cancer risk and the three omics traits (with expression traits in both tumor and normal
tissue types) of KLHDC7A for the SNPs in the gene region. Note that the GWAS SNP is only moderately associated with the gene expression levels in the normal GTEx breast tissue with a \( P \)-value of 0.0034, highlighting the need to study omics QTLs under different conditions.

Due to limited sample sizes (74) in the pQTL analysis, only 1 out of the 158 examined breast cancer susceptibility loci was associated with cis-protein abundance levels with high confidence. However, as shown in Figure 4.4, the cis-gene expression levels and cis-protein abundances for those loci were often highly correlated, with an averaged (Pearson) correlation coefficient of \( r=0.396 \) and a median of \( r=0.411 \).

There were 16 out of 158 susceptibility loci uniquely associated with cis-methylation levels but not expression levels in either tumor or normal tissue, echoing a recent work showing both unique and shared causal mechanisms of epigenome variations and transcription [Pierce et al., 2018]. We analyzed the CpG targets of meQTLs identified by Primo for enrichment in several genomic features after performing annotation using publicly available datasets. Exons and introns were annotated using the refGene database provided through the UCSC Table Browser [Karolchik et al., 2004]. Promoter regions for genes were defined as the regions 0–1500 bases upstream of the TSS. Enhancer regions were annotated using H3K4me1 and H3K27ac histone marks in human mammary epithelial and breast myoepithelial cells using data from the Roadmap Epigenomics Project [Kundaje et al., 2015] and the Encyclopedia of DNA Elements Project (ENCOD) [Dunham et al., 2012]. We downloaded the call sets from the ENCODE portal (https://www.encodeproject.org/) [Davis et al., 2018] with the following identifiers: ENCFF001SWW, ENCFF001SWZ. To test for enrichment of features among the CpG targets, we used 10,000 bootstrapped samples of all CpG sites on the 450k array and calculated \( P \)-values using the proportion of bootstrapped samples with more extreme counts than were observed in the CpG targets identified by Primo. As shown in Figure 4.5, CpG targets of multi-omics QTLs (breast cancer susceptibility loci associated with methylation as well as gene expression and/or protein abundance) were enriched in
Figure 4.3: **Example of a known breast cancer susceptibility locus being associated with multi-omics traits.** At a posterior probability threshold of 80%, Primo identified SNP rs2992756 as being associated with all four omics traits for the gene *KLHDC7A*. Here shows the $-\log_{10}(P)$-values by position on Chromosome 1 in the region of the gene *KLHDC7A* for all SNPs including the breast cancer susceptibility locus (rs2992756, red dot) in GWAS (top panel) and eQTL, meQTL and pQTL analyses in tumor tissue (the next three panels, respectively) and eQTL analysis in normal tissue (bottom panel) for the gene and protein KLHDC7A and CpG site cg05040210.
Figure 4.4: Correlations between gene expression and protein abundance in breast cancer susceptibility loci. As shown in the histogram, cis-gene expression levels and cis-protein abundances were often highly correlated in these loci.
CpG Island Shores ($P < 0.05$) and depleted in Open Seas ($P < 0.01$). CpG targets of multi-omics QTLs were enriched in exons ($P < 0.01$) while CpG targets of meQTL-only loci were enriched in introns ($P < 0.001$). In promoter regions, CpG targets of multi-omics QTLs were enriched ($P < 0.01$) while CpG targets of meQTLs not also associated with gene expression levels were depleted ($P < 0.001$), consistent with the involvement of promoter regions in transcription. This also shows that the integration of GWAS and multi-omics traits can provide additional insights in understanding the complex and dynamic mechanisms.

Figure 4.5: Enrichment of CpG targets of breast cancer susceptibility loci among genomic features. (A) Distribution with relation to islands of CpG targets of Primo-identified multi-omics QTLs and meQTL-only susceptibility loci compared with distribution of all CpGs on 450k array. Numbers represent counts of CpGs in each relationship to islands. B) Fold enrichment or depletion of genomic features among CpG targets of multi-omics QTL (cyan) and meQTL-only (pink) susceptibility loci. Feature counts out of total CpG targets are displayed within each bar. X-axis displayed on log scale. $P$-values were obtained by bootstrapping samples of CpGs from the full 450k array [$p < 0.01$ (*), $p < 10^{-3}$ (**)].
4.4.3 **Application II: Detecting SNPs with pleiotropic effects and elucidating their mechanisms**

Many genetic variants are associated with more than one complex trait [Solovieff et al., 2013; Sivakumaran et al., 2011; Pickrell et al., 2016]. Identifying such pleiotropic variants and elucidating the molecular mechanisms which underlie these multi-trait associations may enhance our understanding of the etiology of complex traits and provide additional insights into clinical treatment development [Solovieff et al., 2013]. In this section, we applied Primo to detect SNPs with pleiotropic effects to two complex traits in gene regions harboring susceptibility loci for at least one trait, and provide mechanistic interpretations by integrating pairs of publicly available complex-trait GWAS summary statistics with eQTL association summary statistics obtained from trait-relevant tissue types in the GTEx project [Aguet et al., 2019].

**Height and BMI**

We applied Primo to height [Wood et al., 2014] and body mass index (BMI) [Locke et al., 2015] GWAS summary statistics from the GIANT consortium (sample size > 250,000) with eQTL summary statistics in subcutaneous adipose \( (n = 581) \) and skeletal muscle \( (n = 706) \) tissues from GTEx for all SNPs in the genome. There are 697 height-associated SNPs reported by Wood et al. (2014) and 97 BMI-associated SNPs reported by Locke et al. (2015). Out of those SNPs reaching genome-wide significance \((5 \times 10^{-8})\) for either trait, 683 were present in both sets of GWAS summary statistics and could be mapped to GTEx SNPs in cis with at least one gene measured in both tissue types. Of the 683 SNPs, 612 reached genome-wide significance for height and 78 reached genome-wide significance for BMI, with 7 reaching genome-wide significance for both. Those 683 GWAS SNPs are the SNPs of interest in our analysis of pleiotropy, while again we estimated key parameters used in Primo using genome-wide summary statistics. At the 80% probability cutoff and after conditional...
association analysis accounting for LD, 32 SNPs out of 683 were detected by Primo as being associated with both complex traits (estimated FDR of 17.5%). Of these, 17 were associated with expression of at least one gene in at least 1 tissue (estimated FDR of 21.8%) and 12 were associated with expression of at least one gene in both tissues (estimated FDR of 18.4%). Furthermore, 12 of the SNPs were associated with the expression of multiple genes, highlighting the possibility that pleiotropic SNPs may affect multiple complex traits through their co-regulation of multiple genes.

To validate the 32 identified pleiotropic SNPs being associated with both height and BMI regardless of association status to cis-gene expression levels, we used GWAS summary statistics from the UK Biobank Churchhouse and Neale (2017) (> 336k samples have both height and BMI measured) as a replication study. At \( P < 0.0008 \) (the Bonferroni threshold is calculated as \( 0.05/(32 \times 2) \), since there are two traits), 27 out of the 32 SNPs were associated with both traits in the UK Biobank, including 16 of the 17 SNPs that were also associated with gene expression. Plots of \(-log_{10}(P)\)-values for associations with height, BMI and expression in each tissue are presented in Appendix C for the genomic regions containing the 27 replicated SNPs.

Ulcerative Colitis and Crohn’s Disease

We applied Primo to integrate GWAS summary statistics of Crohn’s disease and ulcerative colitis from a study of over 20,000 samples of European Ancestry conducted by the International Inflammatory Bowel Disease (IBD) Genetics Consortium [Liu et al., 2015] with eQTL summary statistics from sigmoid colon (\( n = 318 \)) and transverse colon (\( n = 368 \)) tissues from GTEx [Aguet et al., 2019]. Of the 232 SNPs reported in the initial meta-analysis, 67 SNPs have reached genome-wide significance for at least one of Crohn’s disease or ulcerative colitis and could be mapped to GTEx SNPs in cis with at least one gene measured in each tissue. At the 80% probability cutoff (estimated FDR of 0.8%, 5.8% and 6.4%) and after conditional association analysis accounting for LD, 37, 15 and 11 of the 67 SNPs were associated with
both complex traits, both complex traits plus gene expression in at least 1 tissue, and both complex traits plus gene expression in both tissues, respectively. We used GWAS summary statistics of self-reported Crohn’s disease and self-reported ulcerative colitis from the UK Biobank [Churchhouse and Neale, 2017] to replicate our findings. At \( P < 0.0007 \) (0.05/(37 \times 2)), 4 of the 37 SNPs were associated with both traits in the UK Biobank. The relatively low replication rate might be due to the fact that in the UK Biobank data, self-reported disease status was used for both traits and the numbers of cases of Crohn’s disease and ulcerative colitis are low (< 2000 and < 3000, respectively).

**LDL and Triglycerides**

We applied Primo to integrate GWAS summary statistics of total cholesterol in low-density lipoprotein (LDL) and triglycerides in intermediate-density lipoprotein (IDL) from a meta-analysis of 123 circulating metabolic traits (sample sizes of 13,527 for LDL and 21,559 for triglycerides, respectively) [Kettunen et al., 2016] with eQTL summary statistics from visceral omentum adipose (\( n = 469 \)) and liver (\( n = 208 \)) tissues. Of the 74 variants that Kettunen, et al. [2016] reported were associated with at least one circulating metabolite trait, 15 reached genome-wide significance for at least one of LDL or triglycerides in IDL and could be mapped to GTEx variants in cis with at least one gene measured in both tissues. At the 80% probability cutoff and after conditional analysis accounting for LD, all 15 variants were associated with both complex traits (estimated FDR of 1.6%). 5 variants were associated with gene expression in at least one tissue (FDR 12.0%), and 2 were associated with gene expression in both tissues (FDR 12.8%). To replicate our findings, we used GWAS summary statistics of LDL and triglycerides from the Global Lipids Genetics Consortium (GLGC) [Willer et al., 2013]. Note that this might not be an ideal replication study as there is substantial sample overlap between the discovery and replication cohorts. Nevertheless, at \( P < 0.0017 \) (0.05/(15 \times 2)), 4 of the 15 variants were associated with both traits in the GLGC study.
Summary of Pleiotropy Analyses

The analyses we conducted showed that Primo can be used to detect SNPs with pleiotropic effects on (potentially more than two) complex traits while simultaneously providing mechanistic interpretations by examining their effects on cis-gene expression levels in trait-relevant tissue types. A majority of our detected and replicated pleiotropic SNPs do not have associations reaching genome-wide thresholds for both traits. Our analyses and results underscored the value of integrating GWAS summary statistics of multiple traits with eQTLs in relevant tissue types.

4.5 Discussion

In the current work, we made a tailored development of Primo to comprehensively elucidate the molecular mechanisms of known complex-trait-associated SNPs, where we assessed the omics- or other trait-associations of known complex-trait-associated SNPs by conducting conditional association analysis in gene regions harboring known trait-associated SNPs to account for LD with other SNPs in the region. Note that in our analyses, we focused on known trait-associated SNPs reported in GWAS.

With the rapidly increasing availability of GWAS and omics QTL association summary statistics from different studies, populations, and cellular contexts, it is commonly observed that there could be multiple causal SNPs for different complex and omics traits in the same gene regions. Conducting integrative analysis of GWAS summary statistics and 1-2 sets of omics QTL statistics may provide only a partial view of the genomic activities in a region; meanwhile, if multiple omics QTL statistics are jointly analyzed, one also needs to consider the associations identified by chance and perform multiple testing adjustment. The advantage of Primo is that it can integrate a moderate to large number of sets of summary statistics from different data sources as input to provide a more comprehensive evaluation while also considering multiple testing adjustment. Additionally, Primo enjoys
other unique advantages and shows great flexibility in integrative analysis. It allows the input summary statistics to be from independent, or partially overlapped studies with unknown study correlations. It detects SNPs with coordinated effects allowing different effect sizes (and different directions of effect sizes) on different types of traits. It can also integrate one-sided $P$-values if the same direction of effect sizes is expected and desired. Primo can identify SNPs in different combinations of association patterns to molecular omics and complex traits. Moreover, with the conditional association analysis of Primo, we can move one step beyond association towards causation by assessing whether a GWAS SNP is also an omics QTL while adjusting for the effects of multiple lead SNPs in a gene region. The conditional association analysis can reduce spurious omics-trait associations of GWAS SNPs due to LD with the lead omics SNPs.

As described in Sections 2.2.2 and 2.2.5, we implemented two versions of Primo taking either $t$-statistics (or effect sizes and standard error estimates) or $P$-values as input. Primo is computationally very efficient and can analyze the joint associations of 30 million SNPs to five traits in dozens of minutes. We applied Primo to examine and interpret the associations to omics traits in tumor/normal tissues for known breast cancer susceptibility loci. We also applied Primo to integrate pairs of GWAS summary statistics of complex traits with eQTL summary statistics from trait-relevant tissue types from GTEx to detect pleiotropic effects and examine their mechanisms.

There are a few additional points we would like to emphasize. First, we recommend a stringent specification of the marginal study-specific alternative proportion parameters ($\theta^1_j$'s), especially when there is limited a priori knowledge guiding the parameter specification. Primo may suffer from slightly inflated FDR when those parameters are highly over-specified; whereas when those parameters are under-specified to an extent, there might not be much power loss. Second, the focus of the current work is to comprehensively evaluate the molecular mechanisms of known trait-associated SNPs, rather than to identify new causal SNPs for complex traits from other regions in the genome. When applying Primo in
other integrative association analyses, the interpretations of results may be different. Third, there are many existing functional annotations for SNPs that are not incorporated in the current version of Primo but have also proved to be useful. We will explore this direction in future work.

Primo was motivated by the analysis of multi-omics data, in particular the analysis of trait-associated SNPs for their molecular trait-associations. It should be noted that Primo can also be broadly applied to many other settings when data integration is needed. Primo can be used to detect associations repeatedly observed in multiple correlated or independent conditions, and those repeatedly observed associations may enhance the confidence for new discoveries, or at least provide a more comprehensive examination of how those associations may occur in different conditions.
CHAPTER 5
A ROBUST TWO-SAMPLE MENDELIAN RANDOMIZATION METHOD INTEGRATING GWAS WITH MULTI-TISSUE EQTL SUMMARY STATISTICS

5.1 Introduction

For more than a decade, genome-wide association studies (GWAS) have uncovered tens of thousands of unique associations between single nucleotide polymorphisms (SNPs) and complex diseases/traits [Buniello et al., 2019]. In the post-GWAS era, the next major challenge is to further understand the biological mechanisms underlying the observed associations and identify clinically actionable risk factors for various complex diseases/traits. Most of the disease/trait-associated SNPs have small effect sizes and reside in non-coding regions with unknown functions [Visscher et al., 2017; Maurano et al., 2012]. In order to elucidate their mechanisms and functions, many efforts have been made to integrate GWAS summary statistics with other information (e.g., eQTL statistics) and to identify genetically-regulated risk factors (e.g., gene expression levels) for complex diseases. Those methods include transcriptome-wide association studies (TWAS) [Gamazon et al., 2015; Zhu et al., 2016; Gusev et al., 2016; Barbeira et al., 2019], colocalization analyses [Giambartolomei et al., 2014, 2018; Wen et al., 2017; Hormozdiari et al., 2016], two-sample Mendelian Randomization (MR) analysis [Bowden et al., 2015; Qi and Chatterjee, 2019; Zhao et al., 2019, 2020] and others.

Compared to other integrative genomic analyses, MR analysis has its unique advantages. It steps beyond association towards causation, aiming to identify modifiable risk factors (exposures) for complex diseases while allowing unmeasured confounders affecting both exposures and disease outcomes of interest. Specifically, MR methods consider SNPs with known associations with an exposure of interest as instrumental variables (IVs) [Lawlor et al., 2008;
Smith and Ebrahim, 2003; Schadt et al., 2005; Chen et al., 2007]. Since SNP genotypes were ‘Mendelian Randomized’ from parents to offspring during meiosis, they are assumed to be generally unrelated to external confounders. Under certain assumptions, SNPs can be used as IVs to estimate and test for the causal effects of an exposure on a disease outcome from observational data. Two-sample MR methods refer to the MR methods requiring only two sets of summary statistics, IV-to-exposure and IV-to-outcome association statistics from two independent sets of samples, and thus are widely used to recapitalize on existing summary statistics.

Traditional MR methods imposed strong assumptions on the validity of IVs [Angrist et al., 1996]. A valid IV is a genetic variant that only affects the complex disease through the exposure of interest (no direct effect) and is independent of unmeasured confounders of the exposure and the disease outcome [Burgess et al., 2015]. That is, there is no ‘horizontal pleiotropy’ [Lawlor et al., 2008] (a phenomenon where a genetic variant also affects the complex trait via other pathways not through the exposure) nor ‘correlated pleiotropy’ [Morrison et al., 2020] (a phenomenon where a genetic variant affects both exposure and outcome through a heritable shared factor, i.e. IVs are associated with a confounder). See Figure 5.1A for an illustration. Note that valid IVs do not have to be the causal SNPs. Due to the pervasive pleiotropic effects of SNPs and linkage disequilibrium (LD) among SNPs in a region, it is commonly observed that SNPs may be associated with multiple molecular, intermediate and/or complex traits [Verbanck et al., 2018; Pierce et al., 2018; Gleason et al., 2019]. Both horizontal and correlated pleiotropy effects are prevalent in the genome. The inclusion of invalid IVs in traditional MR analyses may lead to biased causal effect estimation and inference. More recently, robust MR methods have been proposed to relax the assumptions by considering multiple IVs and allowing some to be invalid. Some methods allow up to half of the proportion of IVs to be invalid but require individual-level genotype and phenotype data, which may limit the applicability of the methods [Kang et al., 2016]. Some methods require IVs to be nearly independent [Qi and Chatterjee, 2019; Zhao et al.,
and/or require the number of IVs to be large [Morrison et al., 2020; Cheng et al., 2020]. Those methods have been successfully applied to detect intermediate non-omics traits as exposures for complex diseases. For example, in detecting the protective effect of high-density lipoprotein cholesterol (HDL-C) on peripheral vascular disease, the suspected modifiable exposure HDL-C has many established GWAS SNPs as potential IVs [Cheng et al., 2020].

When applying MR methods to detect gene expression as an exposure for a disease outcome (termed as “transcriptome-wide MR” [Richardson et al., 2020; Barfield et al., 2018]), new challenges arise. First, few studies have genotype, gene expression and disease outcome data being measured on the same set of samples, and even when all data is available for the same set of subjects, sample sizes are generally limited. Thus, MR methods requiring individual-level data may have limited power and applicability. Second, invalid IVs can be quite prevalent when studying gene expression as the exposure. Many genetic variants may affect complex diseases not completely via gene expression levels of a cis-gene [Yang et al., 2017]. Recent studies have reported the existence of many GWAS SNPs being also multi-omics QTLs (i.e., SNPs affecting both cis-gene expression and methylation levels then affecting complex diseases) [Gleason et al., 2019; Pierce et al., 2018], and QTLs with effects on diseases mediated via splicing events [Li et al., 2018]. Methods allowing invalid IVs are necessary in studying gene expression as the exposure. Last but foremost, when treating cis-eQTLs as IVs, the numbers of independent cis-eQTLs for most genes in the genome are very limited. Existing robust two-sample MR methods allowing invalid IVs generally require either multiple independent IVs or a large number of (weakly correlated) IVs, and those existing methods would have limited applicability in analyzing most genes in the genome.

To address those challenges in analyzing gene expression as the exposure for a disease outcome, we propose a two-sample Mendelian Randomization method ROBust to correlated and some INvalid instruments, termed “MR-Robin”. It requires only summary-level marginal GWAS and multi-tissue eQTL statistics as input, considers multi-tissue eQTL ef-
ffects for multiple IVs of a gene, allows IVs to be correlated and some of them to be invalid, and can be applied to genes with only a small number of cis-eQTLs. Compared to existing two-sample MR methods allowing invalid IVs, MR-Robin lessens the required number of independent IVs by integrating GWAS statistics with multi-tissue eQTL statistics (i.e., multiple sets of IV-to-exposure summary statistics) in a mixed-model framework. Moreover, by carefully selecting cross-tissue eQTLs as IVs, MR-Robin also improves the robustness of IV effects across “two-samples” and may improve the reproducibility of estimation and inference based on two-sample MR analyses. Specifically, MR-Robin considers the estimated effect of a gene on a disease from each IV as an observed value of the true effect plus a SNP-specific bias. By jointly considering multiple IVs, MR-Robin decomposes the estimated effects of multiple IVs into two components – a concordant effect shared across IVs and a discordant component allowing some IVs to be invalid with SNP-specific deviations from the true effect. MR-Robin makes the estimation identifiable by taking advantage of the multi-tissue eQTL effects for multiple IVs of a gene and treating them as the response variable in a reverse regression, with GWAS effect estimates as the predictor. The rich multi-tissue eQTL effect information in the response variable allows the estimation of SNP-specific random-slopes (i.e. deviated effects) due to potentially invalid IVs. Thus, with only a limited number of potentially correlated IVs, MR-Robin can test the effect from a gene to a disease by testing the shared (fixed effects) correlation between eQTL and GWAS effects across IVs. We conducted extensive simulations to evaluate the performance of MR-Robin under various scenarios in analyzing gene expression as the exposure for a disease outcome in the presence of invalid IVs. And, we applied MR-Robin to identify gene expression levels affecting schizophrenia risk by leveraging multi-tissue eQTL summary statistics from 13 brain tissues in the Genotype-Tissue Expression (GTEx) project [Aguet et al., 2019] and GWAS summary statistics from the Psychiatric Genomics Consortium (PGC) [Ripke et al., 2014].
Figure 5.1: Illustrations of Mendelian Randomization analysis and assumptions. (A) When a SNP (or is in LD with a SNP that) is affecting the outcome not via the exposure of interest or is correlated with an unmeasured confounder for both the exposure and the outcome, the SNP is an invalid instrument. Note that the presence of unmeasured confounders is allowed in MR analysis, but instruments are assumed to be independent of the confounders. (B) An illustration of pleiotropy of SNP \( j \) in an LD block affecting the validity of SNP \( i \) of interest as an IV. A SNP \( j \) is in LD with an IV SNP \( i \) of interest. SNP \( j \) is an eQTL of the targeted gene and has a direct effect on the trait (horizontal pleiotropy). When conducting MR analysis with only marginal summary statistics, the effect of SNP \( j \) is not accounted for and will confound the relationships among the SNP \( i \), the gene expression and the trait. That is, horizontal (and/or correlated) pleiotropy in a gene region will bias the effect estimate based on marginal statistics for SNP \( i \), without conditioning on SNP \( j \).

5.2 Methods

Let \( \beta_{x_i} \) \((i = 1, \ldots, I)\) denote the marginal eQTL effect of a local eQTL/IV \( i \) for a gene, and \( \beta_{y_i} \) denote the marginal GWAS association effect on a complex trait of the eQTL/IV \( i \) in the GWAS study. Note that both \( \beta_{x_i} \) and \( \beta_{y_i} \)’s are effects in the GWAS study, though \( \beta_{x_i} \) is latent since expression data is not available for the GWAS samples, which is typical for most GWAS. Our goal is to test whether the effect of gene expression on the trait (\( \gamma \) in Figure 5.1B) is zero, \( H_0 : \gamma = 0 \) vs. \( H_A : \gamma \neq 0 \). Traditional two-sample MR methods often take the ratio \( \beta_{y_i}/\beta_{x_i} \) as an estimand for \( \gamma \) based on IV \( i \). In the following subsections, we will first show that when there is a SNP \( j \) with a horizontal or correlated pleiotropic effect, and SNP \( j \) is in LD with the selected IV \( i \), the ratio \( \beta_{y_i}/\beta_{x_i} \) is a biased estimate for \( \gamma \) with a SNP-specific bias depending on many factors. Then we will introduce MR-Robin with a mixed model framework based on reverse regressions taking multi-tissue eQTL summary statistics (multiple sets of IV-to-exposure statistics) as response and IV-to-outcome statistic.
as predictor to test for a non-zero effect from gene to disease.

5.2.1 Bias in $\beta_{yi}/\beta_{xi}$ as an estimand for $\gamma$ when SNP with pleiotropy is in LD with IV $i$

Without loss of generality, we assume that there are two SNPs $i$ and $j$ in LD, and SNP $i$ is a valid IV if conditioning on SNP $j$, and SNP $j$ has a horizontal pleiotropic effect as depicted in Figure 5.1B. For multiple eQTLs in an LD block, one can consider them as being conditionally valid IVs and invalid IVs. Below are the data generating models in a GWAS:

\[ X = \mu_x0 + \mu_iL_i + \mu_jL_j + \epsilon_x, \quad (5.1) \]
\[ Y = \mu_y0 + \gamma X + \mu_jL_j + \epsilon_y, \quad (5.2) \]

where $X$ is the gene expression levels and $Y$ is the continuous complex trait of interest in a GWAS study; and $L_i$ and $L_j$ are the genotypes for SNPs $i$ and $j$, respectively. As a valid IV given $L_j$, the genotype of SNP $i$ ($L_i$) is independent of the error terms $\epsilon_x$ and $\epsilon_y$. In the above models, the conditional association between $X$ and $L_i$ given $L_j$ is captured by $\mu_i$, and the conditional association between $Y$ and $L_i$ given $L_j$ is $\gamma \cdot \mu_i$. And the ratio of the two, $\frac{\gamma \mu_i}{\mu_i}$, recovers the true effect of interest, $\gamma$.

Without adjusting for SNP $j$, the summary statistics for SNP $i$ are calculated based on the following marginal models:

\[ X = \beta_x0 + \beta_xiL_i + \epsilon'_x, \quad (5.3) \]
\[ Y = \beta_y0 + \beta_yiL_i + \epsilon'_y, \quad (5.4) \]

where $\beta_xi$ and $\beta_yi$ are the marginal eQTL and GWAS association effects, respectively, in the GWAS study. Note that one could also adjust covariates in the above models (5.1)-(5.4) and that does not affect our conclusion. We ignore covariates for simplicity. Define
\( \rho_{ij} = \frac{\text{Cov}(L_i, L_j)}{\text{Var}(L_i)} \), in terms of parameters in (5.1) and (5.2), it can be derived that the marginal effects \( \beta_{xi} = \frac{\text{Cov}(X, L_i)}{\text{Var}(L_i)} = \mu_i + \mu_{xj}\rho_{ij}, \) and \( \beta_{yi} = \frac{\text{Cov}(Y, L_i)}{\text{Var}(L_i)} = [\gamma + (\gamma \mu_{xj} + \mu_{yj})\mu_i] \mu_i. \)

It can be seen that the bias of marginal eQTL effect estimate for SNP \( i \) on gene expression, \( \beta_{xi} \), with respect to the true eQTL effect, \( \mu_i \), is \( \mu_{xj}\rho_{ij} \). And the bias of marginal GWAS effect estimate for SNP \( i \) on complex trait, \( \beta_{yi} \), with respect to the mediated effect from SNP to gene to trait, \( \gamma\mu_i \), is \( (\gamma \mu_{xj} + \mu_{yj})\rho_{ij} \). And it can be derived that the bias of the ratio of marginal GWAS to eQTL effect estimates, \( \beta_{yi}/\beta_{xi} \), with respect to the true effect, \( \gamma \), is given by \( \frac{\mu_{yj}\rho_{ij}}{\mu_i + \mu_{xj}\rho_{ij}}. \) All the biases are functions of SNP \( i \)'s eQTL effect size, LD strength to the pleiotropic SNP \( j \) and effect size of the pleiotropy. Therefore, the bias will vary from SNP to SNP. Similarly, in the presence of correlated pleiotropic SNPs being in LD, the bias will also vary from SNP to SNP.

In the presence of horizontal or correlated pleiotropy in the LD region, an eQTL would be an invalid IV. And in such a case, the effect from gene to trait (\( \gamma \)) is not separable/identifiable from the direct effect of the eQTL nor confounding effects when only the total effect estimate (marginal summary statistic) is available. The presence of horizontal or correlated pleiotropy makes it challenging to infer the effect of a gene on a trait using single-IV-based MR approaches. When there are multiple eQTLs in the gene region, as shown in Figure 5.1B, the presence of one SNP with horizontal or correlated pleiotropic effect would also render all eQTLs invalid if they are in LD.

It should be noted that the above bias is derived for analyzing gene expression as exposure for disease outcome based on marginal eQTL statistics. Due to the fact that all IVs (cis-eQTLs) are from the same cis-region and are in LD, the bias caused by pleiotropy in the region is particularly pronounced. When analyzing intermediate non-omics trait as the exposure and there are many known susceptibility loci from different genomic regions being associated with the non-omics exposure of interest, the IVs are generally less dependent and the bias due to local pleiotropy is generally specific to each locus.
5.2.2 MR-Robin – a reverse-regression-based mixed model framework with multi-tissue eQTL statistics as response

Given the bias derived for $\beta_{yi}/\beta_{xi}$ w.r.t $\gamma$, we model that $\beta_{yi}/\beta_{xi} = (\gamma + \gamma_i)$, where $\gamma_i$ denotes the SNP-specific bias. The bias is zero if there is neither a horizontal nor correlated pleiotropic effect in the region. The bias is small to negligible for some eQTLs if those eQTLs themselves are valid IVs when adjusting for invalid IV $L_j$, those eQTLs are in moderate-to-weak LD with the invalid IV(s), and the pleiotropic effect of SNP $j$ is not strong (i.e., small $\rho_{ij} \cdot \mu_{yj}$). It follows that

$$\beta_{yi} = (\gamma + \gamma_i)\beta_{xi}, \forall i = 1, \ldots, I. \quad (5.5)$$

And equivalently,

$$\beta_{xi} = (\theta + \theta_i)\beta_{yi}, \forall i = 1, \ldots, I. \quad (5.6)$$

where $\theta$ captures the dependence between $\beta_{xi}$ and $\beta_{yi}$, and $\theta_i$ is the SNP-level deviation from the shared effect $\theta$ in the presence of pleiotropy.

In the above equation, $\beta_{xi}$ is the marginal eQTL effect of SNP $i$ to gene expression in the GWAS study and is often not available, since most GWAS studies do not have gene expression data measured. The availability of multi-tissue eQTL summary statistics from trait-relevant tissue types in a reference eQTL study such as GTEx provides a valuable resource to estimate $\beta_{xi}$, given that many cis-eQTL effects are shared across tissue types and are replicable across studies.

We model SNP $i$’s eQTL effect in tissue $k$ ($k = 1, \ldots, K$) in the reference multi-tissue eQTL data as a function of the eQTL effect in the GWAS data ($\beta_{xi}$) and an error term. Based on (5.6), we propose the following model of MR-Robin for testing trait-association of a gene using only summary statistics from GWAS and a multi-tissue eQTL reference study:

$$\hat{\beta}_{xik}^R = (\theta + \theta_i)\hat{\beta}_{yi} + \epsilon_{xik}, \quad (5.7)$$
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where $\hat{\beta}^R_{xik}$ is the marginal eQTL effect estimate of the cross-tissue IV/eQTL $i$ ($i = 1, \ldots, I$) in the $k$-th tissue with the cross-tissue effect in the reference eQTL data, and $\hat{\beta}_{yi}$ is the marginal GWAS effect estimate for SNP $i$; and $\theta$ captures the shared correlation of GWAS and eQTL statistics among all SNPs and is non-zero and bounded if and only if the true effect from the gene on the complex trait, $\gamma$, is non-zero and bounded; $\theta_i$ represents the SNP-specific bias due to horizontal or correlated pleiotropy in the region and is a SNP-specific random-slope; and $e^R_{xik}$ is a random error that follows a multivariate normal distribution $N(0, \Sigma^R_x)$. Note that there are both SNP-SNP correlations due to LD and tissue-tissue correlations due to sample overlapping. In the $P$-value estimation procedure, we account for the correlated errors by resampling.

In the reverse regression (5.7), the eQTL effect estimates from multiple tissue types, $\hat{\beta}^R_{xik}$, are considered as the response variable while the GWAS association effects $\hat{\beta}_{yi}$ are considered as the predictor. This is mainly to take advantage of the rich information in multi-tissue eQTL datasets (i.e., variation in response). If there are multiple sets of correlated or independent GWAS summary statistics from the same population/ethnicity without study heterogeneity, often consortium-based meta-analysis may have been conducted with improved power and precision, and a single set of GWAS summary statistics would be made available. Each observation in the regression (5.7) is an estimated/observed marginal eQTL effect in a selected tissue type, with a maximum of $I \times K$ (SNP-by-tissue) observations. However, due to the fact that not all the IVs have effects shared across all $K$ tissues, in our real data analysis, the model is mostly likely an unbalanced mixed model. By testing the shared correlation of tissue-specific eQTL effects and the corresponding GWAS association effects for multiple eQTLs in the same gene ($H_0 : \theta = 0$ vs. $H_A : \theta \neq 0$) while also allowing for SNP-level deviation, we can test the effect of gene expression on trait ($H_0 : \gamma = 0$ vs. $H_A : \gamma \neq 0$), allowing invalid and correlated IVs.

Many existing methods in the MR literature allowing invalid IVs [Morrison et al., 2020; Zhao et al., 2019; Kang et al., 2016] include an intercept or a random intercept in the model
to capture the direct effect from genotype to trait, i.e. horizontal pleiotropy. That is, SNP-to-disease association effects from GWAS are modeled as \( \beta_{yi} = \gamma \cdot \beta_{xi} + \gamma_i, \forall i = 1, \ldots, I. \) The model fits better when individual level data are available and statistics conditional on other SNPs in the region can be obtained or when summary statistics from joint models of multiple SNPs in the region are available. In contrast, in the MR-Robin model, there is no intercept nor random intercept. Instead, we include a random slope for each SNP to capture the effect due to potential pleiotropy in the region. This is because, by allowing correlated IVs and considering all eQTLs in a region, as shown above when there is a non-zero pleiotropic effect, most of the SNPs in the LD region would be affected with a non-zero (but possibly negligible) SNP-specific deviation \( \theta_i. \) Allowing correlated IVs and some invalid IVs even when the number of IVs are limited is also a major innovation of our model. Due to limited numbers of eQTLs/IVs for most genes in the genome, a model with both an intercept and a random slope may not be identifiable and thus is not explored.

To account for uncertainty in the eQTL effect estimation, we perform a weighted mixed-effects regression analysis and weight each “observation” (i.e., a tissue-specific eQTL effect) by the reciprocal of the estimated standard error for \( \hat{\beta}_{xik}, \) i.e., \( w_{ik} = 1/\left( \hat{\sigma}_{xik} \right). \) We obtain the \( t \)-statistic for testing the fixed effect of interest \( \theta \) as our test statistic. To obtain the \( P \)-value while accounting for LD and tissue-tissue correlation as well as the uncertainty in the estimation of \( \beta_{yi} \)'s, we adopt a resampling-based approach to generate the null test statistics. In each resampling \( b \) (\( b = 1, \ldots, B \)), we sample a vector of GWAS effects from a multivariate distribution, \( \beta_{y}^{0(b)} \sim N(0, \Sigma_{y}^{2}) \), where the diagonal and off-diagonal elements are \( \Sigma_{y_{ii'}} = \hat{\sigma}_{yi} r_{ii'} \hat{\sigma}_{yi'} \forall i, i' \) with \( r_{ii'} \) being the genotype correlation and \( \hat{\sigma}_{yi} \) being the estimated standard error for \( \hat{\beta}_{yi}. \) We apply the same weighted model (5.7) on data \( \hat{\beta}_{xik} \)'s and \( \beta_{yi}^{0(b)} \)'s to obtain a null statistic. We repeat the resampling process at least \( B = 10,000 \) times and calculate the \( P \)-value. The MR-Robin algorithm is summarized in the algorithm below.
Algorithm 2 MR-Robin for assessing the causal effect of gene expression of a gene on a complex trait with summary statistics from GWAS and a multi-tissue eQTL study

**Step 1. Obtain the summary statistics from GWAS study and eQTL study.** For each of $I$ cis-eSNPs of the gene being selected, we obtain the association statistics between the SNP and the gene expression in the $k$-th tissues $\{\hat{\beta}_{x_{ik}}^R\}$ along with the standard errors $\{\hat{\sigma}_{x_{ik}}^R\} (k = 1, \ldots, K)$ from the multi-tissue eQTL study. And we obtain the association statistics between the SNP and the complex trait $\{\hat{\beta}_{yi}\}$ and the standard error estimates $\{\hat{\sigma}_{yi}\}$ from the GWAS study.

**Step 2. Obtain the test statistic.** We perform a weighted analysis of the mixed-effects model (5.7) on data $\{\hat{\beta}_{x_{ik}}^R\}$ and $\{\hat{\beta}_{yi}\}$ with weight being $1/\hat{\sigma}_{x_{ik}}^R$ for each $\hat{\beta}_{x_{ik}}^R$ to obtain the test statistic $t_{MR}$ for testing $H_0 : \theta = 0$ vs. $H_A : \theta \neq 0$.

**Step 3. Calculate the MR-Robin P-value based on resampling.** In each resampling $b (b = 1, \cdots, B)$, we generate a vector of GWAS effects $\beta_y^{0(b)}$ from $N(0, \Sigma_y^2)$ to account for GWAS effect estimation uncertainty and LD. We then apply the weighted analysis of the model (5.7) on data $\{\hat{\beta}_{x_{ik}}^R\}$ and $\{\beta_y^{0(b)}\}$ with the weight of SNP $i$ in the $k$-th tissue being $w_{ik} = 1/\hat{\sigma}_{x_{ik}}^R$ to obtain a null test statistic $t_{MR}^{0(b)}$. We then calculate the $P$-value of trait-association for the gene as, $P$-value $= \frac{1}{B} \sum_{b=1}^{B} I\left(|t_{MR}^{0(b)}| \geq |t_{MR}|\right)$, where $I(\cdot)$ is the indicator function.

### 5.3 Simulations

#### 5.3.1 Simulations to evaluate the performance of MR-Robin when IVs are correlated, some being invalid, and/or limited in number

In this section, we conducted simulation studies to evaluate the performance of MR-Robin as a two-sample MR method in the settings where a limited number of potentially correlated and/or invalid genetic variants are available as candidate instrumental variables (IVs). We showed that with multi-tissue eQTL statistics as input, MR-Robin is robust to the inclusion
of correlated and some proportions of invalid IVs even when the number of IVs is small. We compared MR-Robin to several existing MR methods in the literature that are based on integrating GWAS summary statistics with summary statistics from a single exposure dataset and are robust to invalid IVs: MR-Egger [Bowden et al., 2015], MR-RAPS [Zhao et al., 2019], MRMix [Qi and Chatterjee, 2019], and BWMR (a Bayesian weighted Mendelian randomization method) [Zhao et al., 2020]. Note that those existing methods were developed for settings where a polygenic trait is analyzed as an exposure for other complex diseases and so many independent genetic variants associated with the exposure trait are available as candidate IVs. Those methods may not be suited for our target settings in which gene expression levels is considered as the exposure, and there are often only a limited number of correlated cis-eQTLs as IVs (trans-eQTLs are not considered as IVs in our two-sample MR analysis because trans-eQTL effects are less replicable across eQTL and GWAS samples). Some of those existing methods also do not allow the IVs to be correlated. Nonetheless, we included the methods for comparison. None of the existing methods were developed for taking multi-tissue eQTLs (multiple sets of IV-to-exposure association statistics) as input and that is an innovation of our method.

Data generation

In each simulation scenario, we simulated data for a total of \( N = N_g + N_R = 10,300 \) independent subjects: \( N_g = 10,000 \) subjects in a GWAS study, and \( N_R = 300 \) subjects in a reference multi-tissue eQTL study of \( K = 10 \) tissues.

First, we simulated an \( N \times I \) genotype matrix \( L \) for each gene, comprised of \( Q \) independent LD blocks with 20 SNPs in each block (thus, a total of \( I = 20 \times Q \) SNPs for each gene). The correlation between SNP index \( i \) and SNP index \( j \) in a given LD block is \( r_{ij} = 0.95^{\mid i - j \mid} \), with the minor allele frequency (MAF) of SNP \( i \), \( \text{MAF}_i \sim \text{Unif}(0.05, 0.5) \). From each LD block, we randomly selected 1 SNP to be the true eQTL. The \( N_g \times Q \) genotype matrix of the \( Q \) true eSNPs in the GWAS study is denoted \( G \). For \( M \ (M \geq 0) \) LD blocks, we randomly
selected 1 SNP to be an invalid IV having a direct effect on the complex trait (the value of $M$ varies across simulation scenarios). The $N_g \times M$ genotype matrix of the $M$ SNPs that are invalid IVs is denoted $H$. We generated phenotypes in the GWAS study according to the following data generation models:

$$X = G\mu_x + \eta_x Z + \epsilon_x, \quad (5.8)$$

$$Y = \gamma X + H\mu_y + \eta_y Z + \epsilon_y, \quad (5.9)$$

In Model (5.8), $X$ is a vector of gene expression levels; $G$ are the genotypes of eSNPs; $\mu_x \sim N_Q(0, \Sigma_{\mu_x})$ are the eQTL effects of eSNPs from independent LD blocks, with $\Sigma_{\mu_x}$ a diagonal matrix with diagonal elements $\sigma_{\mu_x qq}^2 = \frac{0.02}{\text{MAF}_q(1-\text{MAF}_q)}$; $Z \sim N(0, 1)$ is a vector of a latent confounder; $\eta_x \sim \text{Unif}(0, 0.1)$ is the effect of the confounder on gene expression levels; and $\epsilon_x \sim N(0, 1)$ are error terms. In Model (5.9), $Y$ is a vector of a continuous complex trait; $\gamma$ is the parameter of interest, the effect of gene $X$ on trait $Y$, with $\gamma = 0$ under the null and $\gamma = 0.3$ under the alternative; $H$ are the genotypes of SNPs having a direct effect on $Y$ not through gene expression of $X$; $\mu_y \sim N_M(0, \Sigma_{\mu_y})$ are the direct effects on $Y$ of $M$ SNPs from independent LD blocks, with $\Sigma_{\mu_y}$ a diagonal matrix with diagonal elements $\sigma_{\mu_y mm}^2 = \frac{0.002}{\text{MAF}_m(1-\text{MAF}_m)}$; $\eta_y \sim \text{Unif}(0, 0.1)$ is the effect of the confounder on the complex trait; and $\epsilon_y \sim N(0, 1)$ are the error terms. Across scenarios we vary $M$, the number of LD blocks having an invalid IV.

Data from the eQTL study was generated based on the model:

$$X^R = G^R\mu^R_x + \epsilon^R_x, \quad (5.10)$$

where $X^R$ is an $N_R \times K$ matrix of expression levels measured in $K$ tissues; $G^R$ is a $N_R \times Q$ genotype matrix of $Q$ eSNPs in the eQTL study; $\mu^R_x$ is a $Q \times K$ matrix of the tissue-specific eQTL effects; and $\epsilon^R_x \sim N(0, 1)$ are the error terms. Each column of $\mu^R_x$ is independently drawn from $N_Q(\mu_x; 0.02 \cdot I)$, where $\mu_x$ is from Model (5.8).
After individual-level data were generated in each simulation, we calculated the marginal eQTL and GWAS summary statistics. For two-sample MR analyses, we then obtained the marginal effect estimate of each SNP $i$ on gene expression in tissue $k$ in the reference eQTL study, $\hat{\beta}_{Rxik}$, and obtained the marginal effect estimate of each SNP $i$ on its simulated trait in the GWAS study, $\hat{\beta}_{yi}$. We also obtained the standard error estimates for marginal eQTL and GWAS effects.

Results of simulation studies

In the first simulation setting, we evaluated the robustness of MR-Robin to the proportion of invalid IVs compared to existing two-sample MR methods. $P < 0.05$ was used as the significance criterion for each method. Table 5.1 shows the type I error rate and power comparison in the presence of 0, 10, ..., 50% invalid IVs, allowing IVs to be moderately correlated (pairwise LD $r^2 < 0.5$ or 0.3) over 10,000 simulations of $Q = 10$ LD blocks. Since our method allows for correlated IVs and it is hard to define invalid versus valid IVs when SNPs are correlated, the proportions of invalid IVs in the tables are the proportion of LD blocks with pleiotropy, and are only approximations of the invalid IVs among all selected ones. In each table, we also presented the average numbers of selected IVs that are from valid versus invalid LD blocks. For the competing methods, which were not developed for multi-tissue eQTL datasets, we used the eQTL summary statistics from one randomly selected tissue as input for the IV-exposure summary statistics. As shown in the table, whereas competing methods are unable to control the type I error rate when there are any invalid instruments and instruments are in LD, MR-Robin maintains reasonable control of the type I error rate if a majority of instruments are valid (e.g. up to 30% invalid IVs). The last three methods in the table were developed for independent instruments; since they do not account for correlation (LD) among the instruments, they do not control the type I error rate even when all instruments are valid. Power is reasonable for all methods when a majority of IVs are valid. In Appendix D, Table D.1, we compared the type I error rates and powers using...
alternative LD selection criteria for the IVs (pairwise LD $r^2 < 0.1$ or $0.01$).

Table 5.1: Simulation results evaluating the performance of MR-Robin. Averaged type I error rates and power over 10,000 simulations are shown by percentage of invalid instruments (using $P < 0.05$ as the significance criterion for each method). 10 LD blocks were simulated, with one true eQTL per LD block. Instruments were selected sequentially: the eSNP with the strongest association with gene expression was selected, and the next selected eSNP is the strongest-associated SNP remaining also with LD $r^2 < \rho$ with any already-selected eSNPs. Results shown for $\rho = 0.5$ (A) and $\rho = 0.3$ (B).

(A) pairwise LD $r^2 < 0.5$

<table>
<thead>
<tr>
<th>Method</th>
<th>Proportion of invalid IV (%)</th>
<th>Type I error rate</th>
<th>Power</th>
<th>Avg number of SNPs selected (valid/invalid)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.047</td>
<td>0.051</td>
<td>0.059</td>
<td>0.061</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.032</td>
<td>0.057</td>
<td>0.087</td>
<td>0.110</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.255</td>
<td>0.303</td>
<td>0.348</td>
<td>0.380</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.136</td>
<td>0.175</td>
<td>0.207</td>
<td>0.223</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.279</td>
<td>0.349</td>
<td>0.396</td>
<td>0.440</td>
</tr>
</tbody>
</table>

(B) pairwise LD $r^2 < 0.3$

<table>
<thead>
<tr>
<th>Method</th>
<th>Proportion of invalid IV (%)</th>
<th>Type I error rate</th>
<th>Power</th>
<th>Avg number of SNPs selected (valid/invalid)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.047</td>
<td>0.051</td>
<td>0.055</td>
<td>0.051</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.027</td>
<td>0.062</td>
<td>0.097</td>
<td>0.126</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.084</td>
<td>0.118</td>
<td>0.147</td>
<td>0.170</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.130</td>
<td>0.199</td>
<td>0.237</td>
<td>0.273</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.097</td>
<td>0.141</td>
<td>0.182</td>
<td>0.206</td>
</tr>
<tr>
<td>All Methods</td>
<td>30.4 /0.0</td>
<td>27.4 /3.0</td>
<td>24.4 /6.0</td>
<td>21.4 /9.2</td>
</tr>
</tbody>
</table>
In the second simulation scenario, we evaluated the performance of MR-Robin when the number of selected IVs is small. We simulated the data using $Q = 3$ LD blocks, with two blocks without pleiotropy and one block with pleiotropy (thus the proportion of LD blocks with pleiotropic effects is fixed at 33.3%). Table 5.2 shows the type I error rates and power when the selection LD $r^2$ threshold is set to 0.5, 0.3, 0.2, 0.1 and 0.01. As shown in the table, MR-Robin performs reasonably well even when the number of IVs is very limited. Though in this setting, MR-Robin requires the IVs to be less dependent ($r^2 < 0.3$). MR-Robin outperforms competing methods in this setting.

Table 5.2: Simulation results evaluating the performance of MR-Robin when there is a small number of IVs. Averaged type I error rates and power over 10,000 simulations are shown by IV selection criteria. 3 LD blocks were simulated, with two blocks without pleiotropic effects (valid IVs) and one block with (invalid IV). Results shown for five IV selection criteria ($LD \ r^2 < 0.5, 0.3, 0.2, 0.1, \text{ and } 0.01$).

<table>
<thead>
<tr>
<th>Method</th>
<th>LD selection criteria ($r^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type I error rate</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.084</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.087</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.380</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.254</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.431</td>
</tr>
</tbody>
</table>
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The simulation results showed that MR-Robin is able to control the type I error using correlated instruments provided that a majority ($\geq 70\%$) of the instruments are valid IVs. Moreover, in Table 5.2, we showed that even when the number of available IVs is very small (3-10), the proposed MR-Robin can still yield reasonable results if the small number of IVs are relatively less dependent ($r^2 < 0.3$). Last but not least, we want to emphasize that when IVs are correlated, if one IV is an invalid IV, all the other correlated IVs are also affected to some degree, and as such the random-slope model of MR-Robin with its resampling-based inference procedure fits the need for allowing correlated IVs when considering the effect of gene expression on a complex trait.

5.4 Data Application

5.4.1 Application: Identifying schizophrenia (SCZ) risk-associated genes via MR-Robin

To detect genes with expression levels being associated with schizophrenia risk, we applied MR-Robin using summary statistics from two-samples: schizophrenia risk GWAS statistics from the second schizophrenia mega-analysis (SCZ2) conducted by the Psychiatric Genomics Consortium (PGC) [Ripke et al., 2014], and multi-tissue eQTL statistics from the 13 brain tissues in version 8 (V8) of the Genotype-Tissue Expression (GTEx) project [Aguet et al., 2019]. The GTEx project and V8 data are described in Section 4.4.1. The PGC SCZ2 GWAS was conducted using up to 36,989 cases and 113,075 controls. In the final analysis, 128 LD-independent SNPs in 108 loci were reported as surpassing the genome-wide significance threshold ($P < 5 \times 10^{-8}$). Additional details of the second PGC GWAS of schizophrenia-risk are reported elsewhere [Ripke et al., 2014].
Results

We first formed the set of instrumental variables (IVs) for each gene by selecting the cis-eSNPs/IVs (within 1 Mb of transcription start site) and the brain tissue types in which they have strong IV effects. All the cis-SNPs being selected are cross-tissue IVs (with median eQTL $P < 0.05$). However, it is well known in the IV literature that weak IVs, i.e., SNPs being only weakly associated with the genes, would result in high variance and misleading inferences even when they are valid IVs (Bound et al., 1995; Nelson and Startz, 1990). And therefore, we will choose cross-tissue eQTLs with significant eQTL effects of $P$-value $\leq 0.001$ in at least three tissue types, i.e., being reasonably strong IVs to provide reliable inferences (Stock et al., 2002) in at least three tissue types. And we restrict the analysis to the cross-tissue IVs in the tissue types with strong cross-tissue (or shared) effects. Since this step involves only the selection of IV based on the strength of the eQTL effects, with no information regarding the outcome, the selection of IV and tissue types would not induce inflation in false positive findings.

While the analysis is restricted to strong IVs with $P < 0.001$ in at least 3 tissues, we iteratively selected the (next) best eSNP (i.e. lowest median eQTL $P$-value) satisfying the IV selection criteria and having pairwise LD $r^2 < 0.5$ with each of the eSNPs already selected. Note that here we conducted the primary analysis with a relatively liberal LD threshold to improve the power of the analysis. Following the primary analysis, we later conducted a sensitivity analysis on the implied genes to check the robustness of our results to the choice of IVs. If the gene has only 1 cis-eQTL, MR-Robin would be reduced to a single-IV analysis, which can be heavily affected by the validity of the IV with assumptions that cannot be adequately checked in general. Therefore, we restricted the MR-Robin analysis to 3,127 protein-coding genes with at least 5 IVs selected based on this criteria. For each SNP/IV used in the analysis, we used eQTL statistics only from those brain tissues where the SNP had eQTL $P < 0.001$ (with strong IV effects). Thus, each SNP/IV has 3-13 observed eQTL effect estimates from different tissue types in the unbalanced mixed-effects model.
At a false discovery rate (FDR) < 5%, we identified 43 genes as showing evidence of a dependence between gene expression levels and SCZ risk. For the 43 genes whose expression showed an association with SCZ risk in the primary analysis, we performed a sensitivity analysis using different IV selection criteria. Specifically, for each gene, among the cross-tissue IVs with median eQTL $P < 0.05$ having strong IV effects in at least 3 tissues ($P < 0.001$), we iteratively dropped the eSNP with the highest correlation to others until all pairwise LD $r^2 < 0.3$ among remaining eSNPs or only 5 eSNPs remained. For each eSNP, we still only used eQTL statistics from tissues where that eSNP had eQTL $P < 0.001$. In the sensitivity analysis, there were 39 and 42 genes with MR-Robin $P < 0.05$ and $P < 0.1$, respectively, all of which had a fixed effect estimate matching the sign of the fixed effect estimate from the primary analysis.

Figure 5.2 plotted the multi-tissue eQTL effect sizes in the GTEx brain tissues against the GWAS effect sizes in the PGC dataset for two selected genes in the primary analysis (left column) versus the sensitivity analysis (right column). The gene $THOC7$ (Figure 5.2A) showed consistent correlations between eQTL and GWAS effects based on two sets of correlated IVs in the primary and sensitivity analyses (both with $P < 5 \times 10^{-3}$). Despite some SNPs having a potentially larger deviation from the shared effect than the others – indicated by the random slopes (colored line segments) deviating from the fixed effect estimate (black line) – the plot shows a clear pattern of association between the magnitude of eQTL effects and magnitude of GWAS effects, implying that the expression levels of $THOC7$ affect schizophrenia risk. The protein encoded by $THOC7$ is a component of the THO complex of the TRanscription and EXport (TREX) complex which couples transcription to mRNA export, specifically associating with spliced mRNA [Masuda et al., 2005; Chi et al., 2013]. Mutations in subunits of TREX have been associated with neurodevelopmental disorders [Heath et al., 2016], and a recent TWAS study that imputed gene expression in brain tissues found an association between expression levels of $THOC7$ in cerebellum and schizophrenia risk [Huckins et al., 2019]. In contrast, the gene $RNF149$ (Figure 5.2B) was the only gene
no longer significant in the sensitivity analysis \((P = 0.15)\), and prompts further exploration. The change in significance for \(RNF149\) may be at least partially due to an increase in the relative proportion among selected IVs that have potential pleiotropic effects (i.e. better fitted by a line with non-zero intercept in Figure 5.2B) when using more stringent LD \(r^2\) selection criteria. In the Appendix E, we presented additional details and the scatterplots of multi-tissue eQTL effect estimates against SCZ GWAS effect estimates for selected IVs of all 42 genes identified by MR-Robin in the primary analysis having \(P < 0.1\) the sensitivity analyses.
Figure 5.2: **Illustrations of two example genes in the MR-Robin primary (left column) and sensitivity (right column) analysis.** Multi-tissue eQTL effect sizes in the GTEx brain tissues were plotted against SCZ GWAS effect sizes in the PGC dataset for the genes, *THOC7* and *RNF149*. In the sensitivity analysis using alternative IV selection criteria, the SCZ risk association remained for *THOC7* (A) \( P < 0.1 \) with consistency in the sign of the fixed effect estimate. The association was no longer significant between *RNF149* expression (B) and SCZ risk in the sensitivity analysis \( P = 0.15 \). Points are colored by SNP. Colored line segments represent SNP-specific slope estimates. The slope of the black line is the fixed effect estimate from the MR-Robin reverse regression. The results imply a non-zero effect of the gene *THOC7* on schizophrenia risk.
In summary, we applied the newly proposed two-sample MR method, MR-Robin, to integrate multiple sets of brain tissue eQTL summary statistics from GTEx and SCZ GWAS summary statistics from PGC, and have identified 42 genes with potential causal associations to schizophrenia risk. These 42 genes demonstrated consistent dependencies between brain eQTL and SCZ GWAS association effects using two sets of SNPs as IVs based on different selection criteria. The results highlighted the value of MR-Robin as a robust two-sample MR method that allows moderately correlated and some invalid instrumental variables and identifies gene expression levels as causal exposures for complex diseases.

5.5 Discussion

In this work, we proposed a robust two-sample Mendelian randomization (MR) method – MR-Robin – allowing correlated and invalid instrumental variables (IVs). MR-Robin was motivated by analyses of gene expression levels as causal exposures for complex diseases/traits. In those settings, often only a limited number of potentially correlated cis-eQTLs are available as candidate IVs, posing new challenges to MR analyses. MR-Robin integrates GWAS statistics with multi-tissue eQTL statistics in a mixed model framework, considering the estimated effect of gene expression levels on disease from each IV as an observed value of the true effect plus a SNP-specific bias. Compared to existing robust two-sample MR methods, a major innovation of MR-Robin is the use of multi-tissue eQTL summary statistics (multiple sets of IV-to-exposure statistics). Based on a reverse regression framework with multi-tissue eQTL effects as response, the rich information in multi-tissue eQTL data allows the estimation of SNP-specific random slopes (due to being in LD with SNPs with horizontal and/or correlated pleiotropy) as well as the fixed-effects correlation of eQTL and GWAS effects across all IVs based on a limited number of IVs. In contrast, existing models and methods based on the deconvolution of mixture distributions or penalized regressions in general require a large number of IVs to achieve stability in estimation. To account for correlation among IVs due to LD and tissue-tissue correlations, MR-Robin utilizes a resam-
pling procedure when testing the effect from gene expression levels to the complex trait. We showed through simulations that MR-Robin was able to control the type I error rates using a limited number of moderately correlated IVs when the proportion of IVs that are invalid is moderate.

We applied MR-Robin to identify genes with expression levels affecting schizophrenia risk (SCZ) by integrating multiple sets of brain tissue eQTL statistics from GTEx and SCZ GWAS statistics from PGC. We identified 42 genes showing consistent dependencies between multi-tissue eQTL and GWAS association effects based on two different sets of IVs with different selection criteria from primary and sensitivity analyses. Our analysis illustrated that MR-Robin and two-sample MR methods, requiring only multi-tissue QTL and GWAS summary statistics as input, could be used as another integrative method in recapitalizing on existing summary statistics to further map gene expression levels or other omics traits affecting a complex trait of interest, to explain the potential mechanisms underlying trait susceptibility loci, and to identify clinically actionable targets with larger effects on complex diseases and traits.

There are several caveats and limitations to the current work. First, similar to other two-sample MR methods, MR-Robin cannot by itself prove a causal relationship from a gene to a complex trait but rather suggests instances consistent with a causal model. Nevertheless, analyses using MR-Robin may be useful in prioritizing candidate genes for additional follow-up and research. Second, MR-Robin requires summary statistics from a multi-tissue eQTL dataset as input. For some complex traits being considered as the outcome, it may not be obvious which tissues are most relevant to the trait being studied. Several recent works have proposed methods or provided resources to identify trait-relevant tissues [Cai et al., 2020; Jia et al., 2020; Hao et al., 2018], and these works may be useful in such cases. Third, to accurately estimate the SNP-specific bias, MR-Robin requires more than one SNP to be used as an IV. Depending on the dataset and IV selection criteria, there may be some genes whose association with the complex trait cannot be appropriately tested using MR-Robin.
MR-Robin was developed as a two-sample MR method to test for effects from the expression levels of a gene on a complex trait. MR-Robin can be applied to discover genes that may be causally associated with a complex trait of interest or to confirm that a putative gene demonstrates consistency with a model in which its gene expression causally affects the complex trait. The method may also be extended more generally to settings where a limited number of potentially correlated candidate IVs are present provided that multiple estimates of either the IV-exposure or IV-outcome statistics are available.

The R package MrRobin is freely available at https://github.com/kjgleason/MrRobin.
CHAPTER 6
SUMMARY AND FUTURE DIRECTIONS

6.1 Summary

In this work, we developed several statistical methods and computational tools to perform integrative multi-omics association analyses. Each method and tool requires only summary statistics as input, allowing for significant flexibility in applications of the methods while providing the opportunity for researchers to recapitalize on publicly available summary statistics and/or derive new insights from the results generated by their own research projects.

The methods were generally motivated by the need to elucidate the biological mechanisms that underlie associations between genetic variants and disease-related outcomes such as susceptibility. Better understanding of these mechanisms is necessary to identify clinically actionable therapeutic targets. But there are a number of challenges to conducting integrative multi-omics association analysis using summary statistics, including the possible presence of heterogeneity between studies or data types, potential correlations due to sample overlap, increasing complexity and computational burden when analyzing larger numbers of studies or traits, and attempting to distinguish associations which may be causal. Addressing these challenges was a major focus of the presented work.

We developed a flexible integrative association analysis framework – Primo – that jointly analyzes summary statistics from multiple studies/traits/conditions and, for each genetic variant analyzed, quantifies the probability of each possible association pattern (i.e. with which studies/traits/conditions is the genetic variant associated). Requiring only summary statistics as input, we developed versions of Primo for integration of \( t \)-statistics, \( z \)-scores, and \( P \)-values and other second order statistics such as \( \chi^2 \) statistics. Primo could also be adapted to other types of statistics as well, provided that a suitable distribution can be identified for each of the null and alternative hypotheses.

A major innovation of Primo is that it allows for summary statistics to be estimated
in overlapping samples since it accounts for sample correlations in its estimation algorithm. This innovation helps maximize the utility of large-scale multi-omics projects, such as The Cancer Genome Atlas (TCGA)/Clinical Proteomics Tumor Analysis Consortium (CPTAC) or the Genotype-Tissue Expression (GTEX) project, since such project often collect omics data for different molecular traits and/or in multiple tissue-/cell-types for overlapping sets of subjects. Indeed, in this work, we integrated summary statistics studying the effects of copy number alterations (CNAs) and germline genetic variants on multiple omics traits collected in overlapping sets of subjects.

To move beyond identifying biological correlations towards detecting possible causal associations, we made several tailored developments to the Primo framework. In one such adaptation, we tailored the Primo framework to study mediation test statistics to identify possible cases of cis-mediated trans-associations. Such innovation may be useful in identifying which gene in a correlated cis-region may be the putative gene affecting a trans-omics trait, as may be the case when studying trans-associations of CNAs. In another development, we tailored Primo to study the effects of germline variants on omics and complex traits by accounting for correlation due to linkage disequilibrium (LD) through conditional analysis, conditioning on lead omics-SNPs in a cis region. We applied the method to identify cis-omics associations of genetic variants with reported associations to complex traits (GWAS SNPs) as well as to identify possible pleiotropic associations of GWAS SNPs affecting multiple complex traits while elucidating the biological mechanisms through which they may be affecting those complex traits.

We also developed another integrative association analysis method – MR-Robin – with the goal of identifying potential causal associations of a gene’s expression on a complex trait such as disease susceptibility. A two-sample Mendelian randomization (MR) analysis method, MR-Robin employs a mixed-effects reverse regression framework to identify genes with potentially causal associations to a complex trait. A challenge when using two-sample MR to analyze the effects of gene expression levels as the exposure on an outcome such as
disease risk is that a limited number of often correlated SNPs are available as candidate instrumental variables (IVs). Existing robust two-sample MR methods that attempt to account for the presence of pleiotropy, a violation of traditional MR analysis assumptions, require a large number and/or relatively independent SNPs to be used as IVs. By leveraging the rich variation in multi-tissue eQTL datasets in estimating random effects and employing a resampling procedure to account for correlation between SNPs, the mixed-effects implementation of the MR-Robin algorithm allows a fewer number of moderately correlated SNPs to be used as IVs in two-sample MR analysis. This innovation allows MR-Robin to evaluate whether a gene is consistent with a causal model in which its expression is causally associated with an outcome of interest, such as susceptibility to a particular disease.

Using the proposed methods and accompanying software packages, we performed a series of analyses that produced several interesting findings. We demonstrated that cis-effects of CNAs are frequently shared across omics traits and tumor types, and identified dozens of cis-mediated trans-protein associations of CNAs shared between breast and ovary tumors. Several of these associations occurred by mediation through the protein abundance of “cis-hubs” with known associations with cancer-related phenotypes. In analyzing the effects of germline genetic variants, we detected cis-omics associations for many reported breast cancer risk SNPs and identified dozens of genetic variants with pleiotropic effects on multiple complex traits, many of which associations replicated in independent studies. And by integrating multi-tissue eQTL summary statistics from GTEx brain tissues with summary statistics from a GWAS of schizophrenia risk, we identified dozens of genes consistent with a causal model in which their expression levels are causally associated with schizophrenia risk.

Each of the proposed methods was incorporated into R packages (i.e. Primo and Mr-Robin) developed as part of this work. The packages are freely available for download through the following web address: https://github.com/kjgleason.
6.2 Future Directions

There are many interesting future directions for the presented research. In this section, we discuss a few promising areas for further development.

As the amount of data to be integrated by Primo increases, so too does the computational burden – linearly with an increasing number of genetic variants (and/or omics outcomes, if a variant can be mapped to multiple genes, CpG targets, etc.) and exponentially with an increasing number of studies/traits/conditions (since the number of association patterns for which to estimate the pattern proportions, $\pi$, and posterior probabilities is $2^J$ for J studies). When considering the computational burden in the presented work, a key development was converting the EM algorithm estimating the $\pi$ vector to a series of matrix operations and using Rcpp to perform the estimation, which substantially reduced computation time. For example, in estimating $\pi$ for 10 million observations of summary statistics measured in $J = 6$ studies, the median time for a single E-step iteration was 304 seconds using R but 64 seconds using Rcpp (representing an $\sim 80\%$ decrease in computation time). Further improvements in performance or reductions in computational burden could further improve efficiency and add to the potential applications of the work. One idea is to use resampling when estimating the $\pi$ vector, taking a random sample of the sets of summary statistics during each iteration of the EM algorithm to speed up computation. Even if not used for the full estimation, resampling could be used in the early iterations to move the initialized values of the $\pi$ vector closer to the “neighborhood” of the true $\pi$, requiring fewer of the slower iterations using the full amount of data. Resampling in estimation of $\pi$ and other considerations of ways to improve computation will continue to be explored.

As noted in Chapter 4, incorporating functional annotations into Primo could be another way to improve the method. Such annotations could include predicted effects on protein functions (e.g. SIFT [Kumar et al., 2009], PolyPhen [Adzhubei et al., 2010], or CADD [Kircher et al., 2014] scores) or location in relationship to coding regions and regulatory elements (exons, introns, enhancers, promoters, transcription factor binding sites, etc.). Annotations
could be used by Primo as prior weights of the variants. Or, Primo could estimate different $\pi$ vectors for genetic variants depending on their annotation. For example, a separate $\pi$ vector could be estimated for exonic SNPs in coding regions than for intronic or intergenic SNPs, etc. Ways to incorporate functional annotations will be explored in future research.

Another future direction for additional research involves adapting how Primo handles missing data. Despite the use of genotype imputation, some important SNPs may be missing in one or more data sets, or an important omics outcome could be missing from the data. For example, gene expression could be measured for a SNP’s cis-genes, but not the abundance of some or all proteins translated for those genes; or DNA methylation CpG sites could be missing for sections of the genome (e.g. if the 27k array is used). The missingness may be ignorable or non-ignorable [Rubin, 1976]. An example of the latter may occur, for example, in proteomics/pQTL datasets since the probability of missingness for a protein may be related to the abundance or number of peptides that the protein consists of [Chen et al., 2014, 2017]. Though not discussed in the previous chapters, the current version of the Primo R package incorporates the following conservative approach to handling cases of non-ignorable missingness. Say SNP $i$ is missing in data type $j'$. We first estimate key parameters (e.g. scaling factors $v_j$) using the Primo method with the set of all genetic variants that are not missing any data types. We identify each association pattern $k^*$ such that the missing data type $j'$ comes from the null distribution ($q_{k^*j'} = 0$). We then quantify the probability of SNP $i$ coming from pattern $k^*$ as: $P(a_i = k^*|T_i, \pi_{k^*}) = \frac{\pi_{k^*}D_{k^*}(T_i)}{\sum_{k^*} \pi_{k^*}D_{k^*}(T_i)}$, where, $T_i$ is a $J - 1$ vector of t-statistics from the non-missing data types for SNP $i$. We estimate the joint density $D_{k^*}$ following the Primo algorithm by removing row $j'$ and column $j'$ from the variance and correlation matrices ($\Sigma_{k^*}$ and $\Gamma$). This approach effectively treats the effect of SNP $i$ on data type $j'$ as if it were known to be null, allowing for inference regarding the remaining data types.

On the other hand, if the missing-data mechanism is known or can be modeled, then one may also impute the summary statistics based on the missing-data mechanism. To impute
the missing summary statistics for the effect of SNP $i$ in data type $j'$, we can utilize summary statistics from SNPs present in data type $j'$ and their correlations with SNP $i$ (due to LD) to impute the missing summary statistics for the effect of SNP $i$ in data type $j'$. Such an approach has been explored by other works in the literature. For example, ImpG-Summary [Pasaniuc et al., 2014] derives the posterior mean of $z$-scores for missing SNPs conditional on $z$-scores of non-missing SNPs and a correlation matrix estimated from a reference panel (e.g. 1000 Genomes [Auton et al., 2015]). DISSCO follows a similar framework to impute missing summary statistics, allowing for adjustment of the effects of potential confounding covariates [Xu et al., 2015]. Incorporating imputation of missing summary statistics into the Primo framework is a promising direction for future research that will improve the applicability of the method.

Finally, several of the methods could benefit from exploration of jointly modeling multiple outcomes and/or predictors. In its present implementation, Primo(med) models the effect of one independent variable (predictor) on a single dependent variable (outcome) mediated through a single mediator. Similarly, MR-Robin models the effect of a single exposure on a single outcome. Future directions to explore for these two methods could include incorporating multiple mediators, exposures and/or outcomes into the models. Such innovation could boost power of the methods or increase confidence in significant findings given the consistency of effects observed across multiple variables and outcomes.

### 6.3 Conclusion

In conclusion, the work presented in this dissertation included the development of multiple integrative multi-omics association analysis methods and computational tools. We demonstrated good performance of the methods through the use of simulations and showed through several data analyses a wide range of applications yielding interesting results. We hope the methods will be used to elucidate biological mechanisms underlying disease processes, potentially highlighting therapeutic targets and other noteworthy associations in the genome.
APPENDIX A

TUTORIAL FOR PRIMO R PACKAGE

In this appendix, I provide a tutorial to the Primo R package, which is incorporated as a vignette within the package. The package (with vignette included) can be downloaded at https://github.com/kjgleason/Primo.
Primo: Package in R for Integrative Multi-Omics association analysis

Tutorial

The Primo package can be used to integrate summary statistics to detect joint associations across multiple studies, allowing for the possibility of sample overlap. Here, a “study” refers to associations to a particular trait in a particular condition/cell-type/tissue-type or associations measured in a particular source/sample.

General framework

Following the method described by Gleason et al., Primo takes as input m sets of summary statistics from each of J studies and then:

1. Estimates null and alternative density functions for each study.
2. For each of m sets of summary statistics, estimates the posterior probability of coming from each of $2^J$ association patterns representing the binary combinations of association status (null or alternative) between set i and the J studies.
3. Estimates false discovery rates (FDR) to allow for selection of a posterior probability threshold to make inferences about association patterns.

The inference about association patterns may involve either a particular pattern of interest (e.g. study1+study2, but not study3 or study4) or group of combined patterns (e.g. study1+“at least 1 of studies 2/3/4”).

1.1 Integrate summary statistics to estimate posterior probabilities

To illustrate, let’s say we have obtained summary statistics from $J = 4$ studies. From each study, these summary statistics include:

- **betas**: coefficient estimates
- **sds**: standard error estimates (of coefficients)
- **dfs**: degrees of freedom for each analysis
- **pvalues**: nominal P-values from each study

Here, each of the above sets of summary statistics are formed into matrices ($m \times J$), though dfs may also be a vector (length $J$) if the degrees of freedom never vary within any study.

We demonstrate Primo using the t-statistics version, which takes as input betas, sds and dfs. For a demonstration of the P-value version of Primo, see Primo for integrating P-values.

For each observation, we are interested in identifying its underlying association pattern. That is, we wish to identify the set of studies (e.g. traits) with which it is associated. To quantify the probability of each association pattern for each observation, we run an integrative analysis using Primo:

```
Primo_results <- Primo(betas=betas,sds=sds,dfs=dfs,alt_props=c(1e-5,rep(1e-3,3)))
```

In addition to the data previously described, Primo also requires the specification of alt_props, the estimated proportion of statistics that comes from the alternative distribution for each study. Here we specified $10^{-5}$ for the first study and $10^{-3}$ for the other 3 studies.

1Gleason et al.: https://www.biorxiv.org/content/10.1101/579581v3
If the observations are SNPs, we may also have obtained minor allele frequencies (MAF) in the form of either a matrix \( (m \times J) \) or a vector (length \( m \)). In such cases, MAF and the number of subjects (\( N \)) may also be passed to the function to further adjust the error variance of the moderated \( t \)-statistics:

\[
\text{Primo_results} \leftarrow \text{Primo(betas=betas, sds=sds, dfs=dfs, alt_props=c(1e-5, rep(1e-3, 3)), mafs=MAF, N=N)}
\]

**Results**

*Primo_results* now holds a list of 10 items. The primary elements of interest are:

- *Primo_results$post_prob*: the posterior probabilities of each association pattern for each observation \((m \times 2^J)\) matrix
- *Primo_results$pis*: the estimated proportions of all observations belonging to each association pattern (vector of length \( 2^J \))

The remaining elements are returned largely for use by other functions.

### 1.2 Combining association patterns into interpretable results

From the results of Primo, we can combine posterior probabilities into interpretable results by summing over association patterns. E.g., the following will calculate the posterior probabilities of being associated with:

- at least one study
- at least two studies
- at least three studies
- all four studies

\[
\text{postprob_atLeastN} \leftarrow \text{Primo::collapse_pp_num(post_prob=Primo_results$post_prob)}
\]

And the following will provide the posterior probability of being associated with the first study and:

- also the second
- also the third
- also the fourth

\[
\text{postprob_traitX} \leftarrow \text{Primo::collapse_pp_trait(post_prob=Primo_results$post_prob, req_idx=1)}
\]

### 1.3 Estimating the false discovery rate (FDR)

Primo estimates the false discovery rate (FDR) at specified posterior probability threshold(s) to guide selection of a threshold for inference. For probability threshold \( \lambda \) and a vector \( \hat{P} \) of the estimated probabilities of each variant belonging to the (possibly collapsed) pattern of interest, the estimated FDR is given by

\[
estFDR(\lambda) = \frac{\sum_i(1 - \hat{P}_i)1(\hat{P}_i \geq \lambda)}{\#\{\hat{P}_i \geq \lambda\}}\]

where the index \( i \) represents an observation. The following would estimate the FDR if we used a threshold of 0.8 to identify observations associated with all four studies:

\[
\text{Primo::calc_fdr(Primo_results$post_prob[,16], thresh=0.8)}
\]

We can also estimate the FDR for collapsed probabilities and/or use a grid of possible thresholds to guide selection of an appropriate threshold. For example:

\[
\text{sapply(seq(0.95, 0.75, -0.05), function(th) Primo::calc_fdr(postprob_atLeastN[, "PP_ge2"], thresh=th))}
\]
Primo tailored to provide mechanistic interpretations of trait-associated SNPs

Beyond its use as a general integrative analysis tool, Primo incorporates tailored developments to provide molecular mechanistic interpretations of known complex trait-associated SNPs by integrating summary statistics from GWAS and QTL studies. Primo takes as input $m$ sets of summary statistics from $J$ complex trait and omics studies, and then:

1. Estimates key parameters and results as described in the general Primo framework (e.g. post_prob and $\mathbf{pis}$) using all SNPs in the genome across all $J$ complex and omics traits.
2. Focuses on the $S$ regions harboring GWAS SNPs to obtain the probability of association for SNPs in those regions, and identifies distinct lead omics SNPs.
3. Performs conditional analysis of GWAS SNPs adjusting for distinct lead omics SNPs in each omics trait.
4. Reports which GWAS SNPs are still associated with omics traits after conditional analysis adjusting for lead omics SNPs.
5. Calculates estimated FDR for collapsed patterns of interests (GWAS+at least 1 omics, GWAS+at least 2 omics, etc).

Note that $m$ may be larger than the total number of SNPs if a SNP can be mapped to multiple outcomes (e.g. genes) within the same omics study.

2.1 Estimating key parameters

As an illustrative example, let’s assume we have obtained $m$ sets of summary statistics from the associations of genetic variants with 1 complex trait and 3 omics traits (for a total of $J = 4$ traits). As in the general version of Primo, Primo takes as input matrices ($m \times J$) of summary statistics:

- $\mathbf{betas}$: coefficient estimates
- $\mathbf{sds}$: standard error estimates (of coefficients)
- $\mathbf{dfs}$: degrees of freedom for each analysis
- $\mathbf{mafs}$: minor allele frequencies
- $N$: number of subjects

Note that $\mathbf{dfs}$, $\mathbf{mafs}$, and $N$ may also be vectors (of length $J$, $m$ and $J$, respectively).

We estimate key parameters using all SNPs in the genome by running an integrative analysis using Primo:

```
Primo_results <- Primo(betas=betas, sds=sds, dfs=dfs, alt_props=c(1e-5, rep(1e-3, 3)), mafs=mafs, N=N)
```

Here, for $\mathbf{alt_props}$ (the estimated proportion of statistics that come from the alternative distribution), we specified $10^{-5}$ for the complex trait ($j = 1$) and $10^{-3}$ for the 3 omics traits ($j \in \{2, 3, 4\}$).

While not needed by the main Primo function, it is also important to store the associated identifiers for variants and traits forming the $m$ rows of our data. Here, we store them in a dataframe called $\mathbf{myID}$:

```
head(myID, 5)
#> SNP  study1 study2  study3  study4
#> 1 SNP1 complex geneA CpG1-for-geneA proteinA
#> 2 SNP2 complex geneA CpG1-for-geneA proteinA
#> 3 SNP3 complex geneA CpG1-for-geneA proteinA
#> 4 SNP4 complex geneB CpG1-for-geneB proteinB
#> 5 SNP5 complex geneB CpG1-for-geneB proteinB
```
2.2 Focus on regions harboring GWAS SNPs

Now we can subset the Primo results to the S regions harboring GWAS SNPs. If `myGenes` holds the names of genes in the GWAS regions, then we subset by:

```r
gwas_region_idx <- which(myID$study2 %in% myGenes)
Primo_gwas <- Primo::subset_Primo_obj(Primo_results,gwas_region_idx)
myID_gwas <- myID[gwas_region_idx,]
```

(See Identifying gene regions harboring GWAS loci for tip to identify genes in GWAS regions.)

2.3 Conditional analysis

Primo performs conditional analysis to assess whether the trait-association of a particular variant may be due to being in LD with a nearby variant that is a lead SNP for one (or more) of the traits. To conduct conditional analysis, Primo needs:

- **Primo_obj**: list of Primo results, possibly subset by `Primo::subset_Primo_obj`
- **IDs**: data.frame of identifiers for each observation in the Primo results
- **gwas_snps**: character vector of known trait-associated SNPs
- **pvals**: matrix of nominal P-values for the marginal associations in each study
- **LD_mat**: matrix of genotype correlation coefficients (r) for SNPs in GWAS regions
- **snp_info**: data.frame of chromosome/position information for each SNP
- **pp_thresh**: a posterior probability threshold at which to calculate FDR

The `LD_mat` can be estimated using genotypes from one of the studies or a reference dataset (e.g. 1000 Genomes)\(^2\). Row and column names of `LD_mat` should match the corresponding SNP names in `IDs`.

`snp_info` should be a data.frame with at least three columns:

```r
head(snp_info,3)
#>   SNP CHR POS
#> 1   SNP1 1 1000
#> 2   SNP2 1 1003
#> 3   SNP3 1 1006
```

Note that if `pvals` is from the full results (m rows), then it should also be subset to the GWAS regions if the Primo results were subset to the GWAS regions:

```r
pvals <- pvals[gwas_region_idx,]
```

Now we run conditional analysis for the known complex trait-associated SNPs:

```r
conditional_results <-
  Primo::run_conditional_gwas(Primo_obj=Primo_gwas,IDs=myID_gwas,
gwas_snps=gwas_snps,pvals=pvals,
LD_mat=LD_mat,snp_info=snp_info,
pp_thresh=0.8, LD_thresh=0.9,
dist_thresh=5e3, pval_thresh=1e-2)
```

For each known trait-associated SNP, the function will condition on any lead SNPs that are > 5 Mb away from the trait-associated SNP, provided that those lead SNPs are not in high LD with the trait-associated SNP \((r^2 < 0.9)\) and demonstrate some marginal association with the phenotype for which they are the lead SNP \((p < 10^{-2})\). The function will determine omics associations and FDR using posterior probability > 0.8.

Primo::run_conditional_gwas returns a list containing two elements: `pp_grouped` and `fdr`, described in the next two sections.

\(^2\)1000 Genomes Project: http://www.internationalgenome.org/
2.4 GWAS SNPs still associated with omics traits after conditional analysis

We use the list element `pp_grouped` returned by `Primo::run_conditional_gwas` to determine which trait-associated SNPs are still associated with omics traits after conditional analysis. Note that only results for the SNPs specified in `gwas_snps` are returned. The first $J + 1$ columns of `conditional_results$pp_grouped` hold the SNP and trait identifiers:

```r
head(conditional_results$pp_grouped[,1:5],2)
#> SNP study1 study2 study3 study4
#> 1 SNP1 complex geneA CpG1-for-geneA proteinA
#> 2 SNP5 complex geneB CpG1-for-geneB proteinB
```

The remaining columns of `pp_grouped` hold:

* posterior probabilities of the collapsed association patterns (“GWAS + at least $x$ omics trait(s)”) 
* # omics traits with which the SNP was associated before conditional analysis (post. prob. > `pp_thresh`) 
* # omics traits with which the SNP is associated after conditional analysis 
* top association pattern before conditional analysis 
* top association pattern after conditional analysis 
* omics trait associations for SNP based on top patterns before and after conditional analysis

```r
head(conditional_results$pp_grouped[,6:ncol(conditional_results$pp_grouped)],2)
#> pp_nQTL_ge1 pp_nQTL_ge2 pp_nQTL_ge3 nQTL_orig nQTL_final
#> 1 0.94 0.86 0.48 2 2
#> 2 0.88 0.81 0.34 2 1
#> top_pattern_precond top_pattern_postcond poss_QTL_assoc
#> 1 13 13 study2;study4
#> 2 12 6 study2
```

Note that because a known trait-associated SNP may be mappable to multiple outcomes (e.g. genes) for the same omics trait, there may be more than one row in `conditional_results$pp_grouped` for a given trait-associated (GWAS) SNP. This allows the user to identify all outcomes (e.g. genes) with which the SNP may be associated. Often, a SNP-level summary will be desirable. The following will provide a SNP-level summary of the number of omics associations across all outcomes:

```r
pp_grouped_maxN <- conditional_results$pp_grouped %>%
  dplyr::group_by(SNP) %>%
  dplyr::slice(which.max(nQTL_final))
pp_grouped_maxN <- data.frame(pp_grouped_maxN)[,c("SNP","nQTL_final")]
```

2.5 Estimating the false discovery rate (FDR)

In the list element `fdr`, the function `Primo::run_conditional_gwas` returns a named vector of the estimated false discovery rates (FDR) for each of the collapsed association patterns (“GWAS + at least $x$ omics trait(s)”, for $x \in \{1, \ldots, J\}$).

The false discovery rate (FDR) is estimated in similar fashion to the general version of Primo. However, after conditional analysis, we adjust the numerator to account for SNPs which change pattern after conditional analysis and no longer match the collapsed pattern description since we consider them to be estimated false discoveries. For SNPs which change pattern after conditional analysis such that they no longer match the collapsed association pattern (e.g. “GWAS + at least $x$ omics trait(s)”), their contribution to the numerator of the following equation is corrected to be 1:

$$
estFDR(\lambda) = \frac{\sum_i (1 - \hat{P}_i)1(\hat{P}_i \geq \lambda)}{\# \{\hat{P}_i \geq \lambda\}}$$
Primo for integrating $P$-values

3.1 Integrating $P$-values

In addition to integrating effect sizes and standard errors (i.e. $t$-statistics), Primo can also integrate $P$-values or other second-order association statistics. For example, if effect sizes and standard errors are not available, Primo can perform integrative analysis of $m$ sets of $P$-values from $J$ studies as in the following:

```r
Primo_results <- Primo(pvals=pvals,alt_props=c(1e-5,rep(1e-3,3)),use_method="pval")
```

Here, `pvals` is a matrix ($m \times J$) of the (marginal) association $P$-values. For `alt_props` (the estimated proportion of statistics that come from the alternative distribution), we specified $10^{-5}$ for the first study and $10^{-3}$ for the other 3 studies (thus $J=4$ in the example). We specified `use_method="pval"` so that Primo did not try to run the default $t$-statistics version.

The $P$-value version of Primo returns a list of 7 elements, the first four of which have the same interpretation as when running `Primo` with effect sizes and standard errors (i.e. the $t$-statistic version). The primary elements of interest are again:

- `Primo_results$post_prob`: the posterior probabilities of each association pattern for each observation ($m \times 2^J$ matrix)
- `Primo_results$pis`: the estimated proportions of all observations belonging to each association pattern (vector of length $2^J$)

The remaining elements are returned largely for use by other functions.
Tips and tricks

4.1 Creating input matrices

In many cases, the summary statistics from different studies or traits will be stored in multiple places. To create the necessary inputs for Primo, we recommend utilizing functions from the data.table\(^3\) package to read and align the data.

For example, let’s say we are interested in integrating complex trait-GWAS summary statistics (stored in a file titled “GWAS_results.txt”) with eQTL summary statistics (stored in “expression_results.txt”). We start by reading in the data:

```r
library(data.table)
gwas_stats <- data.table::fread("GWAS_results.txt")
eqtl_stats <- data.table::fread("expression_results.txt")
```

which may contain the following fields:

**gwas_stats**

- SNP
- trait
- beta
- sd
- pval
- df
- maf
- N

**eqtl_stats**

- SNP
- gene
- beta
- sd
- pval
- df
- maf
- N

Now we align the data by merging:

```r
colnames(gwas_stats)[3:ncol(gwas_stats)] <-
  paste(colnames(gwas_stats)[3:ncol(gwas_stats)],"g",sep="_")
colnames(eqtl_stats)[3:ncol(eqtl_stats)] <-
  paste(colnames(eqtl_stats)[3:ncol(eqtl_stats)],"e",sep="_")
data.table::setkey(gwas_stats,SNP)
data.table::setkey(eqtl_stats,SNP)
merged_stats <- merge(gwas_stats,eqtl_stats)
```

While the first two commands aren’t necessary, appending identifiers (e.g. “g” for GWAS; “e” for expression) to common variable names can make later processing clearer and easier (rather than letting `merge` append the defaults “_x” and “_y”). From our merged dataset `merged_stats`, it is easy to create the set of input matrices since the data is now properly aligned:

```r
myID <- subset(merged_stats, select=c(SNP,trait,gene))
betas <- as.matrix(subset(merged_stats, select=paste("beta",c("g","e"),sep="_")))
sds <- as.matrix(subset(merged_stats, select=paste("sd",c("g","e"),sep="_")))
pvals <- as.matrix(subset(merged_stats, select=paste("pval",c("g","e"),sep="_")))
dfs <- as.matrix(subset(merged_stats, select=paste("df",c("g","e"),sep="_")))
mafs <- as.matrix(subset(merged_stats, select=paste("maf",c("g","e"),sep="_")))
```

---

\(^3\) data.table package: https://cran.r-project.org/web/packages/data.table/index.html
There may be situations where we wish to merge/align the data by more than just SNP. For example, we may wish to match pairs of gene expression and protein abundance sets of summary statistics (so that a protein is aligned with the gene from which it is translated). After ensuring that the name(s) of the additional matching variable(s) match across the datasets, the merge step can be modified thusly:

```r
data.table::setkeyv(eqtl_stats, c("SNP", "gene"))
data.table::setkeyv(pqtl_stats, c("SNP", "gene"))
merged_stats <- merge(eqtl_stats, pqtl_stats)
```

### 4.2 Providing mechanistic interpretations of trait-associated SNPs

#### 4.2.1 Identifying gene regions harboring GWAS loci

If the genes in cis-regions harboring GWAS loci are not provided or known in advance, we can utilize the data to identify such regions. Since the trait-associated SNPs are known in advance, we store their identifiers in a vector: `gwas_snps`. Next we identify the indices of our identifier data.frame (`myID`), where the SNP is one of the known trait-associated SNPs, and use that information to identify genes in GWAS regions:

```r
head(myID, 4)
#> SNP study1 study2 study3 study4
#> 1 SNP1 complex geneA CpG1-for-geneA proteinA
#> 2 SNP2 complex geneA CpG1-for-geneA proteinA
#> 3 SNP3 complex geneA CpG1-for-geneA proteinA
#> 4 SNP4 complex geneB CpG1-for-geneB proteinB

gwas_snps_idx <- which(myID$SNP %in% gwas_snps)
myGenes <- unique(myID$study2[gwas_snps_idx])
```

Now `myGenes` holds the names of genes in the GWAS regions.
APPENDIX B
ADDITIONAL SIMULATIONS FOR PRIMO(MED)

In this appendix, we present additional simulation results studying the behavior of product of coefficient test statistics, which are used as input in the Primo(med) algorithm.

B.1 The “genome-wide” distribution of product of coefficient test statistics

To motivate the Primo algorithm for integrating product of coefficient test statistics, we conducted simulations to examine the distributions of the Sobel test statistic $z_{Sobel} = \frac{\hat{\alpha} \hat{\beta}}{\hat{\sigma}_{\alpha\beta}}$ across the genome. Here, $\hat{\sigma}_{\alpha\beta} = \sqrt{\hat{\alpha}^2 \hat{\sigma}_\beta^2 + \hat{\beta}^2 \hat{\sigma}_\alpha^2}$.

In each simulation, we simulated $\alpha$ and $\beta$ by random draws of $\alpha \sim N(0, \sigma_\alpha^2)$ and $\beta \sim N(0, \sigma_\beta^2)$, and then generated data for $N$ subjects according to the models:

\begin{align*}
X_i &\sim N(0, 1) \\
M_i &= \alpha X_i + \varepsilon_i \\
Y_i &= \beta M_i + e_i
\end{align*}

(B.1)

where $i = 1, ..., N$ is the subject index, $\varepsilon_i \sim N(0, 1)$ and $e_i \sim N(0, 1)$. Then we analyzed the data using regression equations 3.2 and 3.3 (see Section 3.2.1) to obtain estimates to calculate the Sobel test statistic $z_{Sobel} = \frac{\hat{\alpha} \hat{\beta}}{\hat{\sigma}_{\alpha\beta}}$. For each setting, we repeated the simulation one million times to obtain a distribution of Sobel test statistics for the given setting.

In the first set of simulations, we fix $\beta = 0$ and vary both the sample size $N$ and the value of $\sigma_\alpha$ such that each setting simulates statistics for an $N, \sigma_\alpha$ pair. Since $\beta = 0$, all settings represent distributions under the null. The density curves over one million simulations for each setting are shown by the red curves in Figure B.1 (the dotted black curves show the standard normal distribution, for reference). Note that $\sigma_\alpha = 0 \Rightarrow \alpha = 0$ with probability
1. All distributions are symmetric, centered on 0. The distribution has much thinner tails than the standard normal distribution when both $\alpha = 0$ and $\beta = 0$, regardless of sample size (first column in Figure B.1). Note that this special case was recognized by Sobel in his landmark paper since if both $\alpha$ and $\beta$ are zero then “the variance term vanishes and the initial conditions for application of the delta method are not met” [Sobel, 1982]. When one of the effects is non-zero (in this case, $\alpha \neq 0$ while $\beta = 0$), then the distribution converges towards the standard normal distribution as either the sample size $N$ increases (shown by row, top to bottom) or as the average magnitude of the non-zero effect increases (in this case, $\alpha$; shown by column, left to right). Simulations where we fixed $\alpha = 0$ and varied the value of $\sigma_\beta$ yielded similar conclusions (not shown). Thus, the standard normal distribution may be a conservative but appropriate distribution to model the null distribution of the Sobel test-statistic.
Figure B.1: Distribution of Sobel test statistics under the null for normally distributed $\alpha$ and varying sample sizes. The dotted black curve plots the density of $N(0,1)$ for reference. Each red curve shows the density of $z_{\text{Sobel}} = \frac{\hat{\alpha} \hat{\beta}}{\hat{\sigma}_\alpha \hat{\sigma}_\beta}$ over one million simulations for pairs of $\sigma_\alpha$ and sample size $N$, where $\alpha \sim N(0, \sigma_\alpha^2)$ and $\beta = 0$. In each simulation, we generated data for $N$ subjects using Equations B.1 and obtained estimates of $z_{\text{Sobel}}$ by the regression Equations 3.2 and 3.3 in Section 3.2.1. The plots reveal that under the null, the distribution of Sobel test statistics converges to a $N(0,1)$ distribution as either $\sigma_\alpha$ increases (left to right by row) or the sample size $N$ increases (top to bottom by column).
In the second set of simulations, we fixed the sample size \( N = 200 \) and varied the values of \( \sigma_\alpha \) and \( \sigma_\beta \) such that each setting simulates statistics for a \( \sigma_\alpha, \sigma_\beta \) pair. The density curves over one million simulations for each setting are shown by the red curves in Figure B.2 (the dotted black curves show the standard normal distribution, for reference). Note that \( \sigma. = 0 \) implies the Dirac delta function (e.g. \( \sigma_\alpha = 0 \Rightarrow \alpha = 0 \) with probability 1). The first row and first column of plots in Figure B.2 represent distributions under the null (where either \( \alpha = 0 \) or \( \beta = 0 \) or both) while the nine plots in the blue box in the bottom right corner represent distributions under the alternative (where both \( \alpha \neq 0 \) and \( \beta \neq 0 \)). All distributions are symmetric, centered on 0. Under the null, the distribution has much thinner tails than the standard normal when both \( \alpha = 0 \) and \( \beta = 0 \), and converges towards the standard normal distribution as the average magnitude of the non-zero effect increases (i.e. as either \( \sigma_\alpha \) or \( \sigma_\beta \) increases in magnitude), consistent with simulations in the previous setting. Under the alternative, the distribution has fatter tails than the standard normal distribution, with a scaling factor that increases in magnitude as \( \sigma_\alpha \) and/or \( \sigma_\beta \) increase in magnitude. Since the distributions are symmetric and centered on 0 with fatter tails than the standard normal, it may be appropriate to model the alternative distribution using a normal distribution with variance greater than 1: \( z | z \neq 0 \sim N(0, \sigma_{alt}^2) \), \( \sigma_{alt} > 1 \).
Figure B.2: **Distribution of Sobel test statistics for normally distributed** $\alpha$, $\beta$. The dotted black curve plots the density of $N(0,1)$ for reference. Each red curve shows the density of $z_{\text{Sobel}} = \frac{\hat{\alpha} \hat{\beta}}{\hat{\sigma}_{\alpha \beta}}$ over one million simulations for pairs of $\sigma_\alpha$, $\sigma_\beta$, where $\alpha \sim N(0, \sigma_\alpha^2)$ and $\beta \sim N(0, \sigma_\beta^2)$. In each simulation, we generated data for $N = 200$ subjects using Equations B.1 and obtained estimates of $z_{\text{Sobel}}$ by the regression Equations 3.2 and 3.3 in Section 3.2.1. The plots reveal that $z_{\text{Sobel}}$ follows a symmetric distribution centered on zero for all pairs. Under the null (top row and first column), the distribution converges to $N(0,1)$ as the average magnitude of the non-zero coefficient increases. Under the alternative (nine graphs in the blue box in the bottom right), the distribution is symmetric around zero with heavier tails than a $N(0,1)$ distribution.
B.2 Using principal components, surrogate variables or PEER factors to adjust for systematic variation and reduce spurious mediation associations due to confounding

In this simulation setting, we illustrate the benefits of using principal components, surrogate variables (SVs) [Leek and Storey, 2007], PEER factors [Stegle et al., 2012], or other dimension reduction techniques to account for common variations in the data. As discussed in Section 3.2.1, adjusting for PCs, SVs or PEER factors created from matrices of mediators and/or dependent variables has the potential to reduce spurious associations due to confounding.

We simulated data for \( J = 4 \) studies of \( m = 100k \) mediation trios based on the following process. In study \( j \), trio \( i \) for subject \( n_j \) is simulated according to the models:

\[
X_{n_ij} \sim N(0, 1) \\
M_{n_ij} = \alpha_{ij} X_{n_ij} + \gamma_{2ij} H_{n_j} + \varepsilon_{M,n_ij} \\
Y_{n_ij} = \beta_{ij} M_{n_ij} + \gamma_{3ij} H_{n_j} + \varepsilon_{Y,n_ij}
\]

(B.2)

where \( H_{n_j} \sim N(0, 1) \) is a potential confounding variable, \( \gamma \)'s are confounding effects, and other terms have the same interpretation as in Equations 3.4 in Section 3.3. In this scenario, non-zero effects are drawn from normal distributions with mean 0 and variance of 0.5 (e.g. \( \gamma_{ij} | \gamma_{ij} \neq 0 \sim N(0, 0.5) \)). We simulated \( \pi_k = (4 \times 10^{-3}, 2 \times 10^{-3}, 1 \times 10^{-3}, 5 \times 10^{-4}) \) for patterns with trans-association mediated by cis being present in only one, exactly two, exactly three, and all four studies, respectively. Thus the true alternative proportion \( \theta_j^1 = 0.0135, \forall j \). Under the null hypothesis, 50% of trios had both \( \alpha_{ij} = 0 \) and \( \beta_{ij} = 0 \), while 25% had \( \alpha_{ij} \neq 0 \) and 25% had \( \beta_{ij} \neq 0 \). In each study \( j \), 10% of \( M_{ij}/Y_{ij} \) pairs were selected to have non-zero confounding effects (\( \gamma_{2ij} \neq 0 \) and \( \gamma_{3ij} \neq 0 \)).

We are interested in comparing the false discovery rate (FDR) with and without adjustment for variables capturing potential sources of unmeasured confounding. For the un-
adjusted analysis, we calculated Sobel test statistics using the estimators from regression Equations 3.2 and 3.3 in Section 3.2.1 with no adjustment for confounders. In the adjusted analysis, in each regression we also adjust for the top 3 principal components (PCs) generated from a matrix of the mediators and dependent variables (mimicking the process of generating dimension reduction-based variables from a gene expression matrix of all genes or protein abundance matrix of all proteins, for example). More specifically, in each study $j$, we generate PCs by combining the mediator vectors ($M_{ij}, \forall i$) and dependent variable vectors ($Y_{ij}, \forall i$) into a single matrix and perform principal components analysis on the matrix to extract the loadings.

Figure B.3 compares the false discovery rates (FDR) over 1000 simulations with (solid lines) and without (dotted lines) adjustment for the top 3 PCs created from the matrix combining $M_j$ and $Y_j$. As shown in the figure, failing to adjust for the top PCs results in inflated FDRs due to confounding by covariate $H$ while adjusting for the PCs allows for better control of the FDR. The simulation demonstrates the benefit of using dimension reduction techniques, such as PCs, SVs or PEER factors, to reduce spurious mediation associations due to confounding.
Figure B.3: Comparing performance of Primo(z)-Sobel with and without adjustment for PCs in the presence of confounding. Observed false discovery rate (FDR; y-axis) by posterior probability threshold (x-axis) in the presence of a confounder $H$ of the relationship between some mediator ($M$) and dependent variable ($Y$) pairs shown over 1000 simulations for Primo(z)-Sobel with (solid lines) and without (dotted lines) adjustment for PCs. Line color represents grouped association pattern (“associated with at least # studies”). Failing to adjust for PCs results in inflated FDRs due to confounding by $H$ while adjusting for PCs allows for better control of the FDR.
APPENDIX C
SIGNIFICANT LOCI FROM ANALYSES OF PLEIOTROPY OF HEIGHT AND BMI

Figure C.1: Locus-zoom plots of $-\log_{10}(P)$-values for associations with Height, BMI (from GWAS) and gene expression levels (from GTEx eQTL analysis) for gene regions with pleiotropic SNPs being replicated. Each page shows a set of four association plots for a locus: one for Height, one for BMI, and one for gene expression in each of the two tissue types in the analysis – subcutaneous adipose and skeletal muscle. In each plot, the GWAS-reported SNP is colored red if associated with the given trait and colored blue if not associated with the given trait (at an 80% posterior probability threshold and after conditional association analysis accounting for LD). Lead omics SNPs which were adjusted for in conditional association analysis are shown by a green “X”. For any SNP which was associated with expression of multiple genes, the gene with which it has the strongest association is presented in each tissue.
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APPENDIX D
ADDITIONAL SIMULATIONS EVALUATING THE PERFORMANCE OF MR-ROBIN COMPARED TO EXISTING METHODS

In Section 5.3.1, we have presented the performance of MR-Robin when the selected IVs were in moderate LD ($r^2 < 0.5$ and $r^2 < 0.3$). In this section, using simulation studies we evaluated the performance of MR-Robin when the selected IVs are in weak LD or are nearly independent, and compared to competing methods. In each simulation scenario, we simulated data for a total of $N = N_g + N_R = 10,300$ independent subjects: $N_g = 10,000$ subjects in a GWAS study, and $N_R = 300$ subjects in a reference multi-tissue eQTL study of $K = 10$ tissues. Details of the simulations are described in Section 5.3.1.

D.1 MR-Robin controls type I error rate with moderate proportion of invalid IVs

We evaluated the robustness of MR-Robin to the proportion of invalid IVs. We simulated the data using $Q = 10$ LD blocks with 20 SNPs in each, varying the proportion of invalid IVs across settings. That is, we varied the proportion of eSNPs having direct effects on the complex trait $Y$ (i.e. effects not mediated through gene expression $X$). Over 10,000 simulations, we compare the type I error rate and power of MR-Robin to existing two-sample MR methods. $P < 0.05$ was used as the significance criterion for each method. Tables D.1A and D.1B compare the methods when the selection LD $r^2$ threshold is set to 0.1 and 0.01, respectively (results using selection LD $r^2$ thresholds of 0.5 and 0.3 are reported in Table 5.2 in Chapter 5).

Based on the results, we observe that competing methods are generally unable to control the type I error rate when there are a moderate proportion of invalid IVs (e.g. $> 20\%$).
and IVs are in weak LD. This is mostly because their estimating algorithms may require a relatively large number of IVs to perform well, and in our target setting there is often only a limited number of independent cis-eQTLs in a region. On the other hand, MR-Robin is able to control the type I error rate when a majority of IVs are valid (with up to 50% invalid IVs) if the selected IVs are in weak LD. See Chapter 5, Table 5.1 for simulation results with alternative LD selection criteria (i.e. $\text{LD } r^2$ thresholds of 0.5 and 0.3) and Table 5.2 for simulation results when the number of candidate IVs is very small (i.e. $Q = 3$ LD blocks each with 20 SNPs).

Since our method allows for correlated IVs and it is hard to define invalid versus valid IVs when SNPs are correlated, the proportions of invalid IVs in the tables are the proportion of LD blocks with pleiotropy, and are only approximations of the invalid IVs among all selected ones. In each table, we also presented the average numbers of selected IVs that are from valid versus invalid LD blocks.
Table D.1: Simulation results evaluating the performance of MR-Robin for IVs that are in weak LD or nearly independent. Averaged type I error rates and power over 10,000 simulations are shown by percentage of invalid instruments. 10 LD blocks were simulated, with one true eQTL per LD block. Instruments were selected sequentially: the eSNP with the strongest association with gene expression was selected, and the next selected eSNP is the strongest-associated SNP remaining also with LD $r^2 < 0.1$ (A) or $r^2 < 0.01$ (B) with any already-selected eSNPs.

(A) pairwise LD $r^2 < 0.1$

<table>
<thead>
<tr>
<th>Method</th>
<th>Proportion of invalid IV (%)</th>
<th>Type I error rate</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.052</td>
<td>0.049</td>
<td>0.047</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.023</td>
<td>0.078</td>
<td>0.129</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.030</td>
<td>0.051</td>
<td>0.061</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.113</td>
<td>0.190</td>
<td>0.240</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.037</td>
<td>0.059</td>
<td>0.073</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.588</td>
<td>0.553</td>
<td>0.522</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.809</td>
<td>0.798</td>
<td>0.786</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.962</td>
<td>0.950</td>
<td>0.937</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.564</td>
<td>0.563</td>
<td>0.550</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.975</td>
<td>0.961</td>
<td>0.947</td>
</tr>
<tr>
<td>All Methods</td>
<td>7.8/0.0</td>
<td>7.1/0.8</td>
<td>6.3/1.6</td>
</tr>
</tbody>
</table>

(B) pairwise LD $r^2 < 0.01$

<table>
<thead>
<tr>
<th>Method</th>
<th>Proportion of invalid IV (%)</th>
<th>Type I error rate</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.052</td>
<td>0.049</td>
<td>0.050</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.020</td>
<td>0.077</td>
<td>0.127</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.024</td>
<td>0.045</td>
<td>0.058</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.106</td>
<td>0.182</td>
<td>0.230</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.031</td>
<td>0.052</td>
<td>0.066</td>
</tr>
<tr>
<td>MR-Robin</td>
<td>0.650</td>
<td>0.608</td>
<td>0.573</td>
</tr>
<tr>
<td>MR-Egger</td>
<td>0.770</td>
<td>0.754</td>
<td>0.740</td>
</tr>
<tr>
<td>MR-RAPS</td>
<td>0.957</td>
<td>0.947</td>
<td>0.931</td>
</tr>
<tr>
<td>MRMix</td>
<td>0.590</td>
<td>0.586</td>
<td>0.580</td>
</tr>
<tr>
<td>BWMR</td>
<td>0.969</td>
<td>0.954</td>
<td>0.936</td>
</tr>
<tr>
<td>All Methods</td>
<td>6.3/0.0</td>
<td>5.7/0.6</td>
<td>5.0/1.3</td>
</tr>
</tbody>
</table>
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APPENDIX E

SCHIZOPHRENIA RISK ASSOCIATED GENES FROM MR-ROBIN ANALYSIS

Detailed information about the 42 schizophrenia risk-associated genes identified by MR-Robin is presented in Table E.1. Scatterplots plotting the multi-tissue eQTL effect size estimates against the schizophrenia risk GWAS effect size estimates for the 42 genes are presented in Figure E.1.
Table E.1: Detailed information on the 42 schizophrenia risk-associated genes identified by MR-Robin. Presented genes had FDR < 5% in the primary analysis and MR-Robin $P < 0.1$ in the sensitivity analysis. IVs were selected from cross-tissue eSNPs (median eQTL $P < 0.05$) that were strong IVs ($P < 0.001$) in at least 3 tissues. In the primary analysis, the strongest eSNP having pairwise LD $r^2 < 0.5$ was iteratively selected. In the sensitivity analysis, the eSNP with the highest pairwise correlation with other SNPs was iteratively removed until pairwise LD $r^2 < 0.3$ among all eSNPs or only 5 eSNPs remained. For a given IV, only summary statistics from tissues with eQTL $P < 0.001$ were used in the MR-Robin analysis.

<table>
<thead>
<tr>
<th>Ensembl ID</th>
<th>Gene info</th>
<th>Chromosome</th>
<th>MR-Robin $P$-values</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gene Symbol</td>
<td></td>
<td>Primary</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>ENSG000000048544</td>
<td>MRPS10</td>
<td>6</td>
<td>$4.2 \times 10^{-4}$</td>
<td>$3.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000089486</td>
<td>CDIP1</td>
<td>16</td>
<td>$4.5 \times 10^{-6}$</td>
<td>$4.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000090263</td>
<td>MRPS33</td>
<td>7</td>
<td>$2.7 \times 10^{-4}$</td>
<td>$1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG00000009731</td>
<td>PCNX1</td>
<td>14</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$1.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000115649</td>
<td>CNPPD1</td>
<td>2</td>
<td>$4.6 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>ENSG000000117601</td>
<td>SERPINC1</td>
<td>1</td>
<td>$5.7 \times 10^{-4}$</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000120451</td>
<td>SNX19</td>
<td>11</td>
<td>$4.7 \times 10^{-5}$</td>
<td>$5.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000123643</td>
<td>SLC36A1</td>
<td>5</td>
<td>$9.7 \times 10^{-4}$</td>
<td>$7.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000125611</td>
<td>CHCHD5</td>
<td>2</td>
<td>$4.8 \times 10^{-4}$</td>
<td>$6.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000126464</td>
<td>PRR12</td>
<td>19</td>
<td>$2.9 \times 10^{-4}$</td>
<td>$7.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000129925</td>
<td>TMEM8A</td>
<td>16</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>ENSG000000130304</td>
<td>SLC27A1</td>
<td>19</td>
<td>$1.5 \times 10^{-4}$</td>
<td>$1.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000141013</td>
<td>GAS8</td>
<td>16</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$3.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000141127</td>
<td>PRPSAP2</td>
<td>17</td>
<td>$7.0 \times 10^{-4}$</td>
<td>$6.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000142233</td>
<td>NTN5</td>
<td>19</td>
<td>$4.5 \times 10^{-5}$</td>
<td>$4.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>ENSG000000142534</td>
<td>RPS11</td>
<td>19</td>
<td>$3.0 \times 10^{-4}$</td>
<td>$2.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000142599</td>
<td>RERE</td>
<td>1</td>
<td>$2.8 \times 10^{-4}$</td>
<td>$6.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000146966</td>
<td>DENND2A</td>
<td>7</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>ENSG000000147403</td>
<td>RPL10</td>
<td>X</td>
<td>$2.7 \times 10^{-4}$</td>
<td>$3.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000159199</td>
<td>ATP5G1</td>
<td>17</td>
<td>$6.4 \times 10^{-4}$</td>
<td>$3.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000162753</td>
<td>SLC9C2</td>
<td>1</td>
<td>$5.2 \times 10^{-6}$</td>
<td>$1.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000163040</td>
<td>CCDC74A</td>
<td>2</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$7.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000163634</td>
<td>THOC7</td>
<td>3</td>
<td>$4.7 \times 10^{-4}$</td>
<td>$5.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000163938</td>
<td>GNL3</td>
<td>3</td>
<td>$3.1 \times 10^{-6}$</td>
<td>$7.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000167468</td>
<td>GPX4</td>
<td>19</td>
<td>$3.2 \times 10^{-4}$</td>
<td>$9.6 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000167535</td>
<td>CACNB3</td>
<td>12</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$4.1 \times 10^{-5}$</td>
</tr>
<tr>
<td>ENSG000000169220</td>
<td>RGS14</td>
<td>5</td>
<td>$6.3 \times 10^{-5}$</td>
<td>$5.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000170802</td>
<td>FOXN2</td>
<td>2</td>
<td>$1.0 \times 10^{-4}$</td>
<td>$2.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000171928</td>
<td>TVP23B</td>
<td>17</td>
<td>$7.2 \times 10^{-4}$</td>
<td>$1.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000173273</td>
<td>TNKS</td>
<td>8</td>
<td>$6.7 \times 10^{-4}$</td>
<td>$4.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000177595</td>
<td>PIDD1</td>
<td>11</td>
<td>$2.1 \times 10^{-4}$</td>
<td>$1.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000177707</td>
<td>NECTIN3</td>
<td>3</td>
<td>$1.6 \times 10^{-4}$</td>
<td>$7.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>ENSG000000180921</td>
<td>FAM83H</td>
<td>8</td>
<td>$4.4 \times 10^{-4}$</td>
<td>$9.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000182093</td>
<td>WRB</td>
<td>21</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>ENSG000000196268</td>
<td>ZNF493</td>
<td>19</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$7.1 \times 10^{-6}$</td>
</tr>
<tr>
<td>ENSG000000203489</td>
<td>FAM83H-AS1</td>
<td>8</td>
<td>$8.8 \times 10^{-4}$</td>
<td>$3.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000204257</td>
<td>HLA-DMA</td>
<td>6</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
<td>$3.1 \times 10^{-6}$</td>
</tr>
<tr>
<td>ENSG000000204862</td>
<td>PCDHAA8</td>
<td>5</td>
<td>$9.9 \times 10^{-4}$</td>
<td>$8.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000214013</td>
<td>GANC</td>
<td>15</td>
<td>$3.3 \times 10^{-5}$</td>
<td>$4.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>ENSG000000224389</td>
<td>CI4B</td>
<td>6</td>
<td>$7.8 \times 10^{-4}$</td>
<td>$2.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>ENSG000000225190</td>
<td>PLEKHM1</td>
<td>17</td>
<td>$5.2 \times 10^{-5}$</td>
<td>$4.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>ENSG000000244731</td>
<td>CI4A</td>
<td>6</td>
<td>$4.5 \times 10^{-5}$</td>
<td>$1.7 \times 10^{-4}$</td>
</tr>
</tbody>
</table>
Figure E.1: Scatterplots of schizophrenia risk associated genes identified by MR-Robin. Multi-tissue eQTL effect size estimates in the GTEx brain tissues (y-axis) are plotted against GWAS effect size estimates in the PGC dataset (x-axis) for SNPs used in the primary analysis (left column) and sensitivity analysis (right column). Points are colored by SNP. Colored line segments represent SNP-specific slope estimates. The slope of the black line is the fixed effect estimate from the MR-Robin reverse regression.
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