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ABSTRACT

We developed two enhanced sampling methods, one for configurational sampling of small molecules/peptides, and the other for calculating protein-protein binding free energies to solve interaction/recognition problems.

To enhance the configurational sampling which can be very computationally demanding with conventional Molecular Dynamics (MD) simulations, a Hybrid non-equilibrium MD/Monte Carlo propagator is developed in which we apply non-equilibrium work to the system in order to boost the Hamiltonian while a Metropolis-Hastings Monte Carlo (MC) step ensures sampling from the correct Boltzmann distribution. When the sampling of a biomolecular system gets stuck in a kinetic trap (metastable state), the Hybrid neMD/MC propagator helps it to escape. Specific biomolecular peptide systems were used to test validity and performance of the method.

We put forth a novel theoretical framework for binding free energy calculations between two proteins, leaning on the optimal curvilinear minimum free-energy path (MFEP) determined from the string method. The curvilinear path connects the fully bound state to the unbound state and is generated from quick simulations using an implicit solvent model, followed by application of the dynamic histogram analysis method (DHAM). In each of the simulations DHAM finds the free energy minimum; minima from all simulations jointly describe the MFEP. The curvilinear path avoids the free energy barrier that the rectilinear path connecting the same bound and unbound states has to cross, leading to a faster convergence of binding-free energy estimates. A host-guest system and a protein complex were used to test validity and performance of the method.

With these enhanced sampling methods developed, we tackle two biomolecular problems, namely dissociation of the HIV-1 Nef/SH3 and Colicin/Im9 complexes. The former shows an immense change in binding affinity if a single residue (R96I) is mutated. The binding affinity of both wildtype and R96I mutant complex are investigated using the string method. Additionally the bound complex is sampled with Hybrid neMD/MC propagator without any
restraints to find additional key residue interactions. Knowing these residues allowed us to explain the origin of cognate/non-cognate Colicin binding; Im9 (cognate interaction) shows 6 orders of magnitude stronger binding affinity than Im2 (non-cognate interaction). The binding affinity of both complexes are investigated using the string method.
CHAPTER 1
INTRODUCTION

1.1 Enhanced sampling method development

Molecular Dynamics (MD), which consists in integrating Newton’s classical equations of motion to generate detailed trajectories, is a powerful tool to study complex atomic models of biomolecular systems. MD simulations can help understand biological macromolecular systems by providing a wealth of information across a broad range of time scales, thus complementing experimental techniques that often have more limited spatial or temporal resolution. However, the detailed dynamics of all-atom models takes place on a complex and rugged energy surface, and as a consequence, sampling the relevant conformations is burdened by a host of slow process. In this thesis, we formulate and test novel methods to tackle two important challenges in simulations of biomolecular systems: enhanced configurational sampling, and the determination of binding free energies.

In chapter 2, we introduce a novel hybrid non-equilibrium molecular dynamics – Monte Carlo (neMD-MC) propagator. This method was designed to help achieve a more efficient configurational sampling during the simulations of a complex system. Of great importance, we demonstrate that the statistical weight of the configurations generated by the hybrid neMD-MC propagator is consistent with the equilibrium Boltzmann distribution. Discovering all possible conformations and determining their associated statistical weight is of great help in studies of biomolecular systems. One example is the folding/unfolding processes of a small peptide or protein in solution, which could be highly beneficial in many applications such as drug design.

In chapter 3, we introduce a novel formulation of the absolute binding free energy based on the physical separation of the two molecules along the minimum free energy path (MFEP). The goal of this method is to serve in computational studies aimed at understanding the nature of protein-protein association and recognition. While unbiased (brute-force) MD sim-
ulations provide the most detailed and most general conformational exploration, they often require excessively long trajectories. This manifests itself as a slow convergence of statistical estimates, especially free energies. However, the generality of unbiased trajectories can be traded for faster convergence by restricting the sampling around to those conformations that dominate the observables that we are interested in. Technically, this is achieved by introducing restraining potential affecting selected degrees of freedom, or collective variables (CVs).\(^9\) By biasing the simulations toward selected conformations, convergence of free energy calculations can be speeded up by several orders of magnitude. In our new string-based method to calculate the binding free energy of two proteins, we enhance the convergence by restraining along the MFEP.

### 1.2 Hybrid non-equilibrium MD-MC propagator

Chapter 2 introduces the hybrid neMD-MC propagator, which is adapted from the featured article [Suh, Radak, Chipot, and Roux, J. Chem. Phys. 148, 014101(2018)]. Classical molecular dynamics (MD) and Metropolis-Hasting Monte Carlo (MC) simulations based on detailed atomic models are powerful tools to study the properties of complex biomolecular systems.\(^1\)\(^-\)\(^3\) While simulations based on realistic all-atom (AA) models arguably offer the most detailed information, such models evolve on a complex and rugged energy surface and their dynamics are often burdened by a host of slow processes. For this reason, achieving an adequate sampling of all the relevant configurations of a system from straight MD or MC simulations is often challenging.

A number of schemes have been proposed to enhance sampling and accelerate the exploration of configurational space by smoothing the underlying potential energy surface of a system.\(^10\)\(^-\)\(^25\) Among those schemes, two simple and attractive ideas are the hyperdynamics or accelerated MD (aMD),\(^15\)\(^,\)\(^16\) and the replica-exchange with solute tempering (REST2) algorithms.\(^22\) However, to recover the Boltzmann equilibrium distribution of the proper Hamiltonian, one must either carry out a post-hoc re-weighting analysis, or generate the
simulation within the context of a Hamiltonian tempering replica-exchange scheme involving multiple copies of the system. While the former suffers from most configurations being statistically meaningless after re-weighting, the latter substantially increases the computational cost of the simulation.

One avenue to address these issues is to carry out the propagation in such a way that the resulting configurational sampling reflects the proper Hamiltonian. For example, it is possible to reformulate the self-guided Langevin dynamics (SGLD) in such a way as to restore microscopic detailed balance. In the present effort, we wish to explore hybrid dynamical propagation schemes that combine the strength of non-equilibrium molecular dynamics (neMD) and Metropolis Monte Carlo (MC) to achieve enhanced sampling. In hybrid neMD-MC, the value of some chosen variable or coupling parameter is altered gradually in a time-dependent and controlled fashion, while the remaining degrees of freedom are allowed to evolve freely according to the normal equations of motion. The configuration generated by such a non-equilibrium “switching” trajectory is then treated as a candidate that must be either accepted or rejected via a Metropolis criterion to generate the equilibrium Boltzmann distribution.

The hybrid neMD-MC propagator designed here comprises an “equilibrium phase”, a “boosting phase”, and a “Metropolis MC step”:

(i) Equilibrium phase: An atomic system is dynamically propagated for some period of time using standard equilibrium MD on the correct potential energy surface.

(ii) Boosting phase: The system is then propagated for a brief period of time \( \tau \) via a time-dependent Hamiltonian that is evolved toward the perturbed potential energy surface and then back to the correct potential energy surface;

(iii) Metropolis MC step: The resulting configuration at the end of the neMD trajectory is then accepted or rejected according to a Metropolis criterion before returning to step 1. Using a symmetric switching schedule for ramping the Hamiltonian up and down,
as well as keeping detailed balance with symmetric two-end momentum reversal ensure that the algorithm strictly produces a Boltzmann equilibrium distribution.\textsuperscript{33}

In contrast to the hybrid neMD-MC simulations guided by a coarse-grained model introduced previously,\textsuperscript{31} the algorithm described above relies on a perturbed Hamiltonian, but does not require the construction of a coarse-grained (CG) model to generate the target configuration. The hybrid neMD-MC sampling propagator implemented here rests on two schemes during the boosting phase, the so-called hyperdynamics accelerated MD (aMD)\textsuperscript{15,16} and the replica-exchange with solute tempering (REST2).\textsuperscript{22} Nevertheless, the strategy allows virtually any number of variations. Furthermore, the hybrid propagator may be naturally combined with a number of enhanced sampling strategies and free energy techniques.\textsuperscript{23} For example, preliminary results are also shown using a time-dependent bias along a collective variable determined via the adaptive biasing force (ABF) approach.\textsuperscript{34}

The performance of the method is then illustrated with specific biomolecular systems. Our results indicate that the method can yield a significant speedup for biomolecular systems.

### 1.3 String method for protein-protein binding free energy calculation

Chapter 3 introduces the novel formulation of the binding free energy of two molecules based on the string method, which is adapted from the work [Suh, Jo, Jiang, Chipot, and Roux, J. Chem. Theory Comput. submitted, 2019].

A rigorous free-energy framework has been developed for computing absolute binding free energies, using a geometric route, resting on the calculation of the potential of mean force (PMF) for the separation of the two binding partners.\textsuperscript{9,35,36} To reduce the space of accessible configurations and accelerate sampling, the binding process is decomposed in stepwise stages, wherein a number of geometric restraints are introduced and removed, and their contribution to the standard binding free energy is formally accounted for. These
restraints are aimed at restricting the conformational freedom and relative orientation and position of the two binding partners. This approach, which has proven a method of choice to describe protein association, relies traditionally on a uniaxial rectilinear separation path of the configurationally restrained bodies.

In an attempt to extend the work of Gumbart et al., we found that the PMF calculation for the separation of two proteins along a predefined uniaxial path, coinciding with the vector connecting their centers of mass, may converge very slowly. Although free energy is a state function and its calculation does not depend on the choice of the path, in practice, this choice may have a significant impact on the rate of convergence. In general, free-energy calculations are expected to converge faster when the model reaction coordinate coincides with minimum free-energy path.

In this work, we explore the local free-energy surface that underlies protein–protein association, and identify the optimal curvilinear pathway, using the string method. The calculation of the standard binding free energy is recast in an original and rigorous theoretical formalism that rests on the string pathway, and evaluated by means of enhanced-sampling simulations. Performance of the methodology is probed with the model host–guest complex formed by benzene associated to cucurbit[7]uril (CB[7]), and the well characterized protein complex formed by extracellular ribonuclease barnase binding inhibitor barstar. The barnase/barstar system in particular is one of the best model system for assessing the computational methodologies based on all-atom simulations. The complex has femtomolar affinity, which translates as –19.0 kcal/mol of binding free energy. There are high resolution structures of the complex and the effect of multiple site-directed mutations on binding affinity has been measured, which makes them well suited for assessing the accuracy of the free energy methods.
1.4 Protein-Protein association/recognition problems

Chapter 4 discusses real biomolecular problems and our attempts to solve them with proposed enhanced sampling methods introduced in previous chapters.

The first problem we tackle is the dissociation of the HIV-1 Nef/SH3 complex that shows a substantial binding affinity change with a single residue substitution. The mutation on the SH3 domain (R96I) increases binding affinity tremendously and coincides with slight change in relative orientation of the binding partners. Both wild-type and R96I mutant complex are simulated with the string method formulated above. While simulations restrained to the string reveal the binding free energy of each complex, simulating the wild-type and mutant bound complexes with the hybrid neMD-MC propagator and without any restraints allows to find additional key residue interactions.

The second problem we tackle is dissociation of the Colisin/Im9 and Colisin/Im2 complexes that are a representative cognate vs. non-cognate binding partners. Although cognate Im9 and non-cognate Im2 immunity proteins have no significant structural difference, the latter has 6 orders of magnitude weaker binding affinity to Colicin E9. The two proteins are separated along the optimal pathway revealed with our string method. Furthermore, we try to predict if given complexes are cognate or non-cognate from the steepness of the free energy difference along the separation pathway.
CHAPTER 2
HYBRID NON-EQUILIBRIUM MOLECULAR DYNAMICS - MONTE CARLO PROPAGATOR

2.1 Introduction

While all-atom simulation can give detailed information of the model system, one can observe that the system with compound free energy surfaces gets stuck into the metastable state or kinetic trap. Several schemes have been proposed to address this problem by effectively smoothing the potential energy surface. However, in order to recover the proper Boltzmann equilibrium probability distribution, these approaches must then rely on statistical reweighting techniques, or generate the simulations within a Hamiltonian tempering replica-exchange scheme. The present work puts forth a novel hybrid sampling propagator combining Metropolis-Hastings Monte Carlo with proposed moves generated by non-equilibrium MD. This hybrid neMD-MC propagator comprises three elementary elements: i. An atomic system is dynamically propagated for some period of time using standard equilibrium MD on the correct potential energy surface; ii. The system is then propagated for a brief period of time during what is referred to as a “boosting phase”, via a time-dependent Hamiltonian that is evolved toward the perturbed potential energy surface and then back to the correct potential energy surface; iii. The resulting configuration at the end of the neMD trajectory is then accepted or rejected according to a Metropolis criterion before returning to step 1. A symmetric two-end momentum reversal prescription is used at the end of the neMD trajectories to guarantee that the hybrid neMD-MC sampling propagator obeys microscopic detailed balance and rigorously yields the equilibrium Boltzmann distribution. The hybrid neMD-MC sampling propagator is designed and implemented to enhance the sampling by relying on the accelerated MD (aMD) and solute tempering schemes. It is also combined

2.2 Theory and Computational Methods

2.2.1 Theory

In this section, we formulate the theoretical basis of the hybrid neMD-MC sampling propagator.

Let us consider a classical system with time-dependent Hamiltonian $H[x; \lambda(t)]$, where $x$ represents all coordinates and momenta, and $\lambda(t)$ is a time-dependent coupling parameter.

Here, $\lambda=0$ denotes the unperturbed Hamiltonian, $H_0$, while $\lambda=1$ corresponds to the perturbed Hamiltonian, $H_1$, offering the maximum boost.

In the conventional hybrid neMD-MC scheme for alchemical changes to the Hamiltonian, one varies $\lambda$ from 0 to 1 in a neMD trajectory in order to generate a proposed move from $x$ to $x'$. The final configuration at the end of the non-equilibrium switching period corresponds to a different Hamiltonian. For example, in constant-pH simulations based on a hybrid
neMD-MC algorithm, this could be the unprotonated or protonated state of a residue.\textsuperscript{27,28}

In contrast, the boosting phase of the hybrid neMD-MC propagator starts and ends with the same unperturbed Hamiltonian, $H_0$. In other words, the system is first brought to a perturbed Hamiltonian, $H_1$, associated with a potential energy surface that is smoother and easier to sample ($\lambda = 0 \rightarrow \lambda = 1$), and then brought back to the unperturbed Hamiltonian $H_0$ ($\lambda = 1 \rightarrow \lambda = 0$).

A random walk in phase space for a system at thermodynamic equilibrium must obey microscopic detailed balance,

\begin{equation}
\pi(x)T_p(x \rightarrow x')T_a(x \rightarrow x') = \\
\pi(x')T_p(x' \rightarrow x)T_a(x' \rightarrow x)
\end{equation}

where $\pi(x)$ is the equilibrium probability of being in state $x$, $T_p(x \rightarrow x')$ is the transition probability for generating a proposed move from $x$ to $x'$, and $T_a(x \rightarrow x')$ is the transition probability for accepting a proposed move from $x$ to $x'$. Here, $\pi(x) = Q^{-1} \exp \left[ -\frac{H(x)}{k_B T} \right]$, where $Q$ is the canonical partition function. After the boosting phase is completed, the energy difference $\Delta H = H[x_B, \lambda = 0] - H[x_A, \lambda = 0]$ is calculated, and a standard Metropolis acceptance criterion

\begin{equation}
T_a = \min \left[ 1, e^{-\beta \Delta H} \right].
\end{equation}

is used to enforce microscopic detailed balance ($\beta \equiv 1/k_B T$ where $k_B$ is Boltzmann’s constant and $T$ is the absolute temperature). The hybrid propagator with the different stages is depicted schematically in Figure 2.1.

A “symmetric two-ends momentum reversal” prescription is used in association with the non-equilibrium switches,\textsuperscript{28,31,33} by which one randomly chooses with equal probability to carry out these trajectories as a “forward” or “backward” MD propagation. Forward propagation means that the non-equilibrium switch trajectory is simply continued using current positions and momenta, whereas backward propagation means that the momenta
of the system are flipped at the beginning and at the end of the non-equilibrium switch trajectory (i.e., it is equivalent to a propagation going back in time). It was shown previously that the symmetric two-ends momentum reversal prescription increases the sampling rate by reducing the likelihood that different regions of configurational space remain isolated from one another.\cite{31,33} The energy difference $\Delta H$ in Eq. (2.2) may be further decomposed as a sum of two terms, $q$ and $w$, where $q$ is the heat exchange between the system and an external heat bath during propagation, and $w$ is the non-equilibrium work done during the perturbation. Since it is not trivial to keep track of heat-exchange during stochastic integration (such as Langevin dynamics), we instead opt to use a deterministic integrator such that the heat exchange is formally zero. The energy difference between states A and B is equal to the non-equilibrium work applied during the trajectory augmented by the shadow work done. The shadow work corresponds to the non-equilibrium work caused by the integrator error associated with the finite time-step.\cite{46} During the boosting phase, we used a schedule symmetric in time for perturbing the Hamiltonian by the coupling parameter, $\lambda(t)$,

$$
\lambda(t; \tau, \tau_1) = \begin{cases} 
t/\tau_1, & (0 \leq t < \tau_1) \\
1, & (\tau_1 \leq t < \tau - \tau_1) \\
(\tau - t)/\tau_1, & (\tau - \tau_1 \leq t < \tau) 
\end{cases} \tag{2.3}
$$

where $\tau$ is the total switching time and $\tau_1$ is the ramping time (see Figure 2.1). The middle region, during which $\lambda$ is a constant equal to 1, is the boosting phase that lasts for $\tau - 2\tau_1$.

In practice, the time-dependent coupling parameter $\lambda(t)$, was implemented via stepwise
variations with a sequence of $n_s$ discrete steps,

$$\lambda(t; \tau, \tau_1) = \begin{cases} 
0, & 0 \leq t < \tau_1/n_s \\
1/n_s, & \tau_1/n_s \leq t < 2\tau_1/n_s \\
\vdots \\
(n_s - 1)/n_s, & \tau_1(n_s - 1)/n_s \leq t < \tau \\
1, & \tau_1 \leq t < \tau - \tau_1 \\
1 - 1/n_s, & \tau - \tau_1 + \tau_1/n_s \leq t < \tau - \tau_1 + 2\tau_1/n_s \\
\vdots \\
1/n_s, & \tau - 2\tau_1/n_s \leq t < \tau - \tau_1/n_s \\
0, & \tau - \tau_1/n_s \leq t < \tau 
\end{cases}$$

as depicted in Figure 2.1 (see also the Tcl pseudocode in Appendix).

The hybrid neMD-MC propagator algorithm was implemented according to the following steps:

(i) The system is dynamically propagated for some period of time using unbiased equilibrium MD with the unperturbed Hamiltonian.

(ii) The forward/backward direction for the switch is randomly chosen with equal probability for the neMD switching trajectory; the momenta are flipped if a backward propagation is chosen;

- The system is propagated via the time-dependent Hamiltonian $H[x, \lambda(t)]$ toward the perturbed potential energy surface ($\lambda = 0 \rightarrow \lambda = 1$) in a time $\tau_1$;

- The system is propagated with the perturbed Hamiltonian for some time to enhance barrier crossings ($\lambda = 1$) for a time $\tau - 2\tau_1$;
– The system is propagated via a time-dependent Hamiltonian $H(t)$ evolved back toward the unperturbed Hamiltonian ($\lambda = 1 \rightarrow \lambda = 0$) in a time $\tau_1$;

– The momenta are flipped again if the switch involved a backward propagation.

(iii) The resulting configuration is accepted or rejected according to the Metropolis-Hasting criterion: If the move is accepted, we repeat the cycle; if the move is rejected we return to the conformation at the end of step $i$.

The performance of the hybrid neMD-MC propagator depends on our ability to generate a proposition likely to help overcome the barriers in a rugged potential energy surface.

For this purpose, the parameters controlling the schedule, $\tau$, $\tau_1$, and the choice of the perturbed Hamiltonian, $H_1$, are critical. Two popular perturbation schemes designed to enhance sampling by deforming the potential energy surface were considered here for the boosting phase. The first one is the accelerated MD (aMD),\textsuperscript{15,16}

\begin{equation}
U_{a\text{MD}}[\boldsymbol{x}, \alpha, E] = \begin{cases} 
U[\boldsymbol{x}], & U[\boldsymbol{x}] \geq E \\
U[\boldsymbol{x}] + \frac{(E-U[\boldsymbol{x}])^2}{\alpha+(E-U[\boldsymbol{x}])),} & U[\boldsymbol{x}] < E \end{cases}
\end{equation} 

where $\alpha$ is a tuning parameter that determines the depth of the modified potential energy basins lying below the minimum threshold energy $E$ (the aMD potential is flat when $U[\boldsymbol{x}]$ is equal or smaller than $E$ if $\alpha$ is zero, and increasingly unperturbed when $\alpha$ becomes very large).\textsuperscript{15,16} The aMD prescription may be applied to the total potential energy function, or to various contributions such as the torsional potentials. In the present study, we have used Eq. (2.6) to reduce the energy barriers in the torsional potentials. To construct a time-dependent Hamiltonian for the boosting phase of the hybrid-aMD propagator, the threshold energy $E$ was kept fixed while the tuning parameter $\alpha$ in Eq. (2.6) was effectively replaced by $\alpha/\lambda(t)$, with $\lambda(t)$ following the symmetric schedule given in Eq. (2.3).
The singularity at the first step is avoided by setting $E$ equal to zero until $\lambda(t)$ reaches its first non-zero value at time $t \geq \tau_1/n_s$ following Eq. (2.4).

The second perturbation scheme considered here is the replica-exchange with solute tempering (REST2),

$$U_{\text{REST2}}[x, \gamma] = U_v + \gamma U_u + \gamma^{0.5} U_{uv},$$

(2.7)

where $U_v$ is the solvent potential energy, $U_u$ is the solute potential energy, and $U_{uv}$ is the solute-solvent interaction potential energy.

It should be noted that we use the acronym REST2 here to indicate solute interaction tempering, even in the absence of multiple replicas.

Let the coupling parameter $\gamma_{\text{max}}$ correspond to the maximum solute tempering allowed, traditionally expressed as $T/T_u$ in terms of an effective temperature $T_u$ ascribed to the solute.\[22\]

To construct a time-dependent Hamiltonian for the boosting phase of the hybrid-REST2 propagator, the coupling parameter $\gamma$ in Eq. (2.7) was effectively replaced by the time-dependent form $\gamma(t) = \lambda(t)(\gamma_{\text{max}} - 1) + 1$, with $\lambda(t)$ following the symmetric schedule given in Eq. (2.3).

### 2.2.2 Computational Methods

The hybrid neMD-MC propagator was tested on several biologically relevant molecular systems. The first objective of these tests is to show that the propagator does produce the correct Boltzmann equilibrium distribution. The second objective of these tests is to show that the propagator achieves convergence of the equilibrium properties more rapidly than simple unbiased MD. The hybrid neMD-MC propagator was implemented as a general Tcl script for the simulation program NAMD.\[47\] The Tcl script is given in the Appendix.

The first test case is deca-alanine in vacuum with a dielectric constant $\epsilon=20$.

Eight individual 200-ns trajectories were generated using (i) equilibrium MD, (ii) two
hybrid propagators using either REST2 or aMD as a boost, (iii) two hybrid propagators randomly accepting proposed moves by means of mean-acceptance ratio from the corresponding propagators, and (iv) two accelerating schemes, namely REST2 and aMD.

The equations of motion were integrated with a time-step of 1 fs. The temperature was maintained at 300 K using Langevin dynamics with a damping coefficient of $1.0 \text{ ps}^{-1}$. Nonbonded short range interactions were truncated at 9 Å with a switching function effective from 8 Å. The parameters of the switching schedule were set to $t_{\text{eqMD}} = 5 \text{ ps}$, $\tau = 5 \text{ ps}$, $\tau_1 = 2 \text{ ps}$, number of switches $n_s = 39$, maximum REST2 boost $\gamma = 0.8$, and maximum aMD boost $(E, \alpha) = (50, 10)$.

The CHARMM 22 protein force field was employed to model deca-alanine, allowing a direct comparison with a previous theoretical study. A second test case considers again deca-alanine in vacuum, but this time with a dielectric constant, $\epsilon$, of 1.

This system is normally difficult to sample using simple unbiased equilibrium MD trajectories because of the strong internal backbone-backbone hydrogen bonds, making the usage of some form of importance sampling strategy a necessity. Here, the adaptive biasing force (ABF) method was considered. Results from ABF with standard MD and from ABF with hybrid neMD-MC boosted by aMD and REST2 were examined. Eight individual 40-ns trajectories were generated for each case, using $\alpha$-helix and $C_5$-extended conformation as initial coordinates. After optimization, the switching schedule was set to $t_{\text{eqMD}} = 7 \text{ ps}$, $\tau = 2 \text{ ps}$, $\tau_1 = 1 \text{ ps}$, number of switches $n_s = 18$, maximum REST2 boost $\gamma = 0.5$, and maximum aMD boost $(E, \alpha) = (40, 1)$.

Extensive computations based on the multiple-walker ABF method were performed to provide a reference potential of mean force (PMF) that can be used to assess the converge of the different methods.

The computation was carried out with eight independent walkers, corresponding to an aggregated simulation time of $8 \mu s$. 14
A third test case considers the folding/unfolding of the acetyl- and \(-\text{NH}_2\) terminally capped \((\text{AAQAA})_3\) peptide solvated in explicit water.

The 15 residue peptide was simulated using the hybrid-REST2 neMD-MC propagator. As a basis of comparison, the system was also simulated with simple unbiased MD, as well as multiple-copy REST2 and temperature replica-exchange MD simulations (TREMD).

For the optimization, different switching schedules were tested while varying \(\tau\), \(\tau_1\), the maximum boost (REST2 or aMD), and number of switches.

After optimization, the parameters of the switching schedule were set to \(t_{\text{eqMD}} = 2\) ps, \(\tau = 24\) ps, \(\tau_1 = 8\) ps, number of switches \(n_s = 790\), and maximum REST2 boost \(\gamma = 0.7\). The system was equilibrated at 300 K with initial structure of complete \(\alpha\)-helical conformation solvated with 3964 water molecules in a cubic cell of initial dimensions equal to \(55 \times 55 \times 55\) Å\(^3\). The equations of motion were integrated with a time-step of 2 fs. The temperature was maintained at 300 K using Langevin dynamics with a damping coefficient of 1 ps\(^{-1}\). Nonbonded short-range interactions were truncated at 12 Å with a switching function effective from 10 Å. The CHARMM 36 force field was used to describe the peptide, with the TIP3P water model.

The REST2 calculation was done with 10 replicas ranging up to the same maximum boost of \(\gamma = 0.7\) as in the hybrid neMD-MC simulations and exchange attempts every 0.2 ps. The TREMD simulation was done with 32 replicas ranging from 278 K to 416 K and exchange attempts every 10 ps, matching exactly the protocol of Best et al.\(^{51}\). However, the total length of the present TREMD simulation is much shorter (1.875 ns per replica and 60 ns in total) than that of Best et al.\(^{51}\) (150 ns per replica and 4.8 \(\mu\)s in total). To provide an objective comparison of the actual computational cost of these single- and multiple-copy approaches, the results are reported in terms of MD steps per replica times the number of replica involved.
2.3 Results and Discussion

2.3.1 Validation

We first examine the results for deca-alanine in vacuum with a dielectric constant $\epsilon=20$. The main purpose of this test is to validate the hybrid neMD-MC propagator. Because of the high dielectric constant, this is a convenient toy model, easy to sample directly by brute-force MD. The PMF as a function of the end-to-end distance extracted from unbiased MD is shown in Figure 2.2. It is a double-well potential, with basins at 6 Å and 12 Å, separated by a small barrier of about 0.5 kcal/mol. The PMF calculated using the hybrid propagator is also shown in Figure 2.2. The comparison shows that the hybrid method correctly reproduces the PMF extracted from the unbiased MD trajectory. The small error bars corresponding to a 99% confidence interval are indicative of the high convergence. As expected, the PMFs generated
by pure REST2 and aMD without any reweighting do not reproduce the correct result. They biased PMFs nonetheless serve to display the overall free energy surface when the system is propagated at the highest boosting level using these two perturbation schemes designed to enhance sampling by deforming the potential energy surface. Lastly, the random acceptance simulations with the same mean acceptance ratio from the hybrid-aMD (0.1522±0.002) and hybrid-REST2 simulations (0.716±0.003) deviate from the correct PMF. This shows that the acceptance criterion with the symmetric two-ends momentum reversal is critical to obey detailed balance and obtain correct results.

2.3.2 Optimization

Generally, the efficiency of neMD-MC depends on maximizing the production of uncorrelated configurations while trying to minimize the effort spent to generate these. The main drawback of neMD-MC simulations is that each new attempted MC move requires a non-equilibrium MD simulation; a low acceptance rate necessarily implies that a large fraction of computer time is discarded by the algorithm. Whereas long switches might yield a high acceptance probability, but are computationally prohibitive, short switches are computationally inexpensive, but expected to yield vanishingly low acceptance probabilities. The most efficient algorithm is obviously a compromise balancing between these two opposing factors. It is generally unclear as to how to systematically achieve this balance.

In conventional neMD-MC schemes the switch is meant to allow transitions between two different discrete states, thus, longer switch times lead to higher acceptance rates as the transformation approaches the adiabatic limit. In a previous study of a constant-pH algorithm, an optimal switching time for changing the protonation state of propionic acid in explicit solvent was determined to be about 15 ps. However, the hybrid propagator described here is not designed to produce transitions between discrete states. One implication is that a high acceptance probability, i.e., the number of accepted moves over the total number of attempted moves, does not guarantee that one is using the most effective
Figure 2.3: Conformational evolution speed for deca-alanine in vacuum with a dielectric constant of 5 as a function of the boosting schedule. The conformational evolution speed is root-mean-square deviation (RMSD) of the peptide (calculated from all heavy atoms) at a time \( t \) relative to its configuration at a previous time \( t - \Delta T \). For each case, the time interval \( \Delta T \) was set to its switching time. The blue line is a fitted function for visual guide.

perturbation scheme and boosting schedule. For example, the accepted candidate configuration may be too close to the starting configuration if the perturbation is too mild. Within the constraint of fixed budget of computer time, increasing indefinitely the switching time also implies a concomitant decrease in the time available to perform equilibrium MD. Under these premises, simply maximizing the acceptance probability is not a useful criterion for optimizing efficiency.

Several factors could affect the efficiency of the hybrid neMD-MC scheme described here. As a simple measure of efficiency of the hybrid neMD-MC propagation, we define a “conformational evolution speed” given by the net root-mean-square deviation (RMSD) of the peptide at a time \( t \) relative to the peptide configuration at time \( t - \Delta T \). Monitoring the conformational evolution speed, while including the total cost to generate the non-equilibrium
Figure 2.4: Optimization test for the (AAQAA)$_3$ system in explicit solvent by monitoring time cumulative average for the $\alpha$-helicity. 4 independent trajectories were simulated for all cases, and 4 additional independent simulations were operated for MD and 24 ps switch. The peptide is defined to be in the $\alpha$-helical conformation when the $(\phi, \psi)$ backbone dihedral angles of three consecutive residues fulfill the condition: $| -65^\circ - \phi | < 35^\circ$ and $| -37^\circ - \psi | < 30^\circ$.

For the (AAQAA)$_3$ system in explicit solvent, we monitored the fraction of secondary-structure elements in the peptide chain as a function of switching time. As illustrated in Figure 2.4, the efficiency is fairly poor when the switching time is too short. The simulation started with the peptide in an $\alpha$-helical conformation, which persisted for an extended period of time. In contrast, the efficiency is considerably improved by employing a switching time of 24 ps. While it is possible that this could lead to further improvement, the behavior of the
system was not examined for switching times longer than 24 ps. In practice, the efficiency of the (AAQAA)$_3$ system in explicit solvent is already very good with 24 ps according to Figure 2.4. As shown in Table 2.1, the acceptance probability $P_a$ is about 0.92 with a switching time of 24 ps. This is approaching the limit afforded by the shadow work, which would be present with normal equilibrium MD propagation.

2.3.3 Performance

Deca-alanine is an extremely well-characterized benchmark system for testing the ability of new sampling schemes to capture subtle conformational equilibria.$^{34,52}$ Its global free-energy minimum corresponds to a fully $\alpha$-helical conformation resulting from the formation of robust $i \rightarrow i + 4$ intra-molecular hydrogen bonds. When generating a PMF along its end-to-end distance, the metastable states that exist along the orthogonal degrees of freedom in the “rugged” region between 4 and 12 Å can dramatically slow the convergence of conformational sampling. Furthermore, there is a very large free energy difference of about 30 kcal/mol between the completely folded form (14 Å) and the family of unfolded structures (32 Å). As a result, biased simulations must be used to overcome the considerable imbalance in the equilibrium probability along the end-to-end distance. Here, we use the adaptive biasing force (ABF) method.$^{49,50}$ It should be emphasized that the necessity to adopt some form of

<table>
<thead>
<tr>
<th>$\tau$ (ps)</th>
<th>$\tau_1$ (ps)</th>
<th>$P_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1</td>
<td>0.42</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>0.60</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0.72</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>0.92</td>
</tr>
</tbody>
</table>

$^1$ $\tau$ is the total switching time, $\tau_1$ is the ramping time, and the boosting phase lasts $\tau - 2\tau_1$; 4 neMD-MC simulations were carried out for a switching time of 10, 12, 14 and 16 ps, and 8 neMD-MC simulations were carried out for a switching time of 24 ps.
Figure 2.5: PMF of the end-to-end distance of tested on deca-alanine in vacuum computed using ABF and ABF with hybrid-(REST2, aMD). Results using α-helix (left) and C$_5$-extended (right) conformation as starting structure are shown. 8 independent trajectories of 40 ns were simulated using ABF and ABF-hybrid.

importance sampling method to explore the end-to-end distance of the deca-alanine system remains true, whether a hybrid neMD-MC propagator is used or not.

The main results are displayed in Figure 2.5. Comparison of the various methods reveals that the hybrid propagator with ABF clearly converged faster toward the reference PMF. While the standard deviations of the PMF based on eight independent simulations, either MD or the hybrid, are comparable in regions of the reaction pathway that are easily sampled (>12 Å), those for the hybrid method are certainly lower in the rugged region (<12 Å). This is indicative that the hybrid method facilitates the sampling of the numerous metastable states lying along orthogonal degrees of freedom in this region. Interestingly, when simulating multiple independent trajectories with pure ABF, we observed that some trajectories occasionally remained “trapped” in metastable regions for an extended fraction of the simulation time. This occurred for ABF with both starting conformations, leading
Figure 2.6: Cumulative time-average for the secondary structure elements of a (AAQAA)$_3$ peptide in explicit solvent using unbiased MD (single-copy), hybrid-REST2 neMD-MC (single-copy), REST2 with 10 replicas, and TREMD with 32 replicas. 8 independent trajectories of 60 ns were simulated using unbiased MD and the hybrid neMD-MC propagator, 6 ns each of 10 replicas were simulated using REST2 and 1.875 ns each of 32 replicas were simulated using TREMD. The total number of MD steps on the x-axis represents the actual computational costs of each approach as the number of steps per replica times the number of replica. The peptide is defined to be in the $\alpha$-helical conformation when the $(\phi, \psi)$ backbone dihedral angles of three consecutive residues fulfill the condition: $|−65° − \phi| < 35°$ and $|−37° − \psi| < 30°$. The peptide is in the $\beta$-strand conformation when $(\phi, \psi)$ fulfill the condition: $|−140° − \phi| < 40°$ and $|150° − \psi| < 30°$.

to an over-stabilization of the metastable states and resulting in slow convergence. If one consider these trapped simulations as outliers and discard them, then ABF-MD performs overall better than ABF-hybrid. Importantly, this highly undesirable trapping phenomenon was not observed for the ABF-hybrid simulations. In assessing the overall efficiency of the ABF-hybrid simulations, it is important to note that no data is collected about the gradient during the neMD switching trajectories. Thus, the total amount of data accumulated to estimate the mean gradient is necessarily smaller than with ABF-MD. The hybrid scheme with ABF having only 70% of equivalent MD data points, yet performing better, underscores its power.
As a final illustrative test, we consider the folding/unfolding of the 15 residue peptide \((\text{AAQAA})_3\) in explicit solvent. This system has been the object of extensive simulation studies and is very well characterized.\(^{31,51}\) To highlight the conformational sampling challenge, the simulations were all started in the long-lived \(\alpha\)-helix metastable state. Let us first compare the results from simple brute-force equilibrium MD and a hybrid neMD-MC propagator with REST2 boosting. Figure 2.6 shows the efficiency of the hybrid-REST2 propagator through time-cumulative averages of secondary structures (\(\alpha\)-helix and \(\beta\)-strand). It is observed that the simulation converges towards the reference equilibrium average much faster with the hybrid propagator. This trend is systematic, as indicated by the 99% confidence interval estimated from the 8 independent trajectories. Rapid conformational fluctuations of the \((\text{AAQAA})_3\) peptide are visibly occurring with the hybrid-REST2 propagator, as shown by the time-series of the individual simulations (Supplementary Figures S1-S4). Conversely, the systems simulated via simple brute-force equilibrium MD remain essentially trapped in the starting \(\alpha\)-helical conformation.

While the brute-force equilibrium MD generated 13 times more data points than the hybrid propagator, the conformational space of the \((\text{AAQAA})_3\) peptide was explored much more efficiently with the hybrid propagator. Remarkably, REST2 (10 replicas) and TREMD (32 replicas) result in a weaker performance than the single-copy hybrid-REST2 neMD-MC propagator. The conformational sampling of \((\text{AAQAA})_3\) in solution remains inefficient with these multiple-copy approaches, despite the fact that there were frequent exchanges between the replicas (Supplementary Figures S5 and S6). The difference in performance is particularly glaring when comparing in terms of total computational cost of all approaches (Figure 2.6).

It is of interest to compare these results with the ABF calculations for the deca-alanine toy model discussed above.

In the case of the ABF-hybrid simulations, nearly 70% of the data produced correspond to equilibrium sampling and were accumulated to estimate the mean gradient.
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Increasing the amount of non-equilibrium switches is not advantageous because it reduces the amount of data used to estimate the mean gradient needed in ABF. This points to the limitation associated with the inherent loss of data during the non-equilibrium switches in the context of ABF. When the data collected from simple brute-force equilibrium MD are sufficiently uncorrelated, as in the case of deca-alanine, then increasing the proportion of the sampling carried out via the hybrid propagator becomes statistically less efficient. Even if the hybrid propagator actually moves the system around conformational space rapidly, enough data points must still be accumulated to accurately determine the average gradient that is needed for the ABF method. This stands in contrast with the (AAQAA)$_3$ simulation, for which the fraction of helicity could be determined accurately even though only 7.7% of the data produced corresponds to equilibrium sampling. The hybrid propagator can efficiently explore the conformational space accessible to the peptide in solution and the result without relying on accumulated equilibrium data as in the case of ABF. Even though the brute-force equilibrium MD simulations include about 13 times more data points than the hybrid simulation, it is extremely inefficient to explore the conformational space accessible to the (AAQAA)$_3$ peptide in solution.

2.4 Conclusion

Powerful hybrid neMD-MC algorithms can be designed to boost and accelerate the conformational sampling of complex molecular systems. At the heart of the hybrid neMD-MC algorithms is a transient non-equilibrium perturbation of the system, which is aimed at overcoming the barriers in the rugged energy landscapes. Importantly, the neMD-MC algorithms robustly generates the correct Boltzmann equilibrium distribution. A vast range of time-dependent perturbations are possible to construct a family of hybrid neMD-MC propagators adapted to different situations. In the present test, we boosted the conformational sampling by relying on Hamiltonian perturbations based on aMD and REST2, but the strategy allows virtually any accelerated methods to be introduced during the neMD steps to efficiently
lower the free-energy barriers. The benchmark systems tested demonstrate the correctness and effectiveness of the hybrid propagator, emphasizing its faster convergence compared to equilibrium MD. Although the switching schedule was optimized heuristically in the present study, it is possible to infer it analytically when the Hamiltonian is perturbed linearly.\textsuperscript{32} Depending on the problem at hand, hybrid neMD-MC propagators may advantageously be combined with a number of established strategies and free energy methods,\textsuperscript{23} including umbrella sampling (US),\textsuperscript{53} adaptive biasing force (ABF),\textsuperscript{34} Hamiltonian tempering replica-exchange,\textsuperscript{54} and alchemical free energy perturbation.\textsuperscript{18} Future work will explore how the present hybrid neMD-MC propagators behave in the case of very complex biological objects and can be possibly tailored to address the rugged free-energy landscape underlying intricate processes therein.
CHAPTER 3
STRING METHOD FOR PROTEIN-PROTEIN BINDING
FREE ENERGY CALCULATION\textsuperscript{1}

3.1 Introduction

An approach based on the potential of mean force (PMF) for the reversible spatial separation of two binding macromolecules is the method of choice to quantitatively characterize the affinity of protein complexes.\textsuperscript{9,35,36} Nonetheless, multiple challenges remain to render the current methodology reliable and computationally efficient in practice. In particular, the PMF calculation for the separation of two proteins along a predefined rectilinear path may be suboptimal and slowly convergent. Here, we put forth a novel theoretical framework for binding free energy calculations, leaning on the optimal curvilinear minimum free-energy path determined from the string method.\textsuperscript{6–8,44} The proposed formalism is validated by comparing the results obtained using both rectilinear and curvilinear pathways for a prototypical host–guest complex formed by cucurbit[7]uril (CB[7]) binding benzene, and for the barnase–barstar protein complex. We find that the calculations following the traditional rectilinear pathway and the string-based curvilinear pathway agree quantitatively, but convergence is faster with the latter.

3.2 Theory

3.2.1 String method formulation

The equilibrium binding constant $K_{eq}$ between two proteins can be expressed as,

$$
K_{eq} = \frac{\int_{\text{bound}} dX \ e^{-\beta U}}{\int_{\text{unbound}} dX \ \delta(r_{\text{com}} - r^*) \ e^{-\beta U}}
$$

(3.1)

where $U$ is the potential energy function of the full system, the vector $r_{\text{com}} \equiv (r, \theta, \phi)$ represents the relative position of the center of mass of the two proteins, and the vector $r^* \equiv (r^*, \theta^*, \phi^*)$ sets a reference corresponding to separated, noninteracting proteins. $\beta \equiv k_B T$, where $k_B$ is the Boltzmann constant, and $T$ is the temperature. The denominator and the numerator of eq 3.1 represent, respectively, the initial and final states of the overall dissociation process, namely the protein–protein complex, and the two noninteracting proteins separated in the bulk solution. Although this expression for the equilibrium binding constant is rigorous, it cannot be easily evaluated using MD simulations with explicit solvent as it stands. Our strategy consists in introducing a series of intermediate states between the initial (bound) and final (unbound) states, such that each contribution of the total free-energy difference can be calculated more easily in stages. To improve the convergence of the calculation, we also typically introduce a conformational restraint, $u_c$, based on the distance root-mean-square deviation (RMSD) acting on various parts of the protein structures — typically, backbone and side chains, as explained below. Accordingly, the expression for
the binding constant can be rewritten as,

\[ K_{eq} = \frac{\int_{\text{bound}} \text{d}X e^{-\beta U}}{\int_{\text{unbound}} \text{d}X e^{-\beta[U+u_c]}} \]

\[ \times \frac{\int_{\text{bound}} \text{d}X e^{-\beta[U+u_c]}}{\int_{\text{unbound}} \text{d}X \delta(r_{\text{com}} - r^*) e^{-\beta[U+u_c]}} \]

\[ \times \frac{\int_{\text{bound}} \text{d}X \delta(r_{\text{com}} - r^*) e^{-\beta[U+u_c]}}{\int_{\text{unbound}} \text{d}X \delta(r_{\text{com}} - r^*) e^{-\beta U}} \]

\[ = e^{\beta \Delta G_c^{\text{bound}}} \times \left( \frac{\int_{\text{bound}} \text{d}X e^{-\beta[U+u_c]}}{\int_{\text{unbound}} \text{d}X \delta(r_{\text{com}} - r^*) e^{-\beta[U+u_c]}} \right) \times e^{-\beta \Delta G_c^{\text{unbound}}} \tag{3.2} \]

Formally, the middle term of eq 3.2 is the equilibrium binding constant for a conformationally restrained system with total potential energy function \( U' = [U + u_c] \). For the sake of simplicity, we will refer to this quantity as \( K_{eq}' \). The terms on the left and on the right are the free-energy contributions to introduce the conformational restraint in the bound and in the unbound states, namely,

\[ e^{-\beta \Delta G_c^{\text{bound}}} = \frac{\int_{\text{bound}} \text{d}X e^{-\beta[U+u_c]}}{\int_{\text{bound}} \text{d}X e^{-\beta U}} \tag{3.3} \]

and,

\[ e^{-\beta \Delta G_c^{\text{unbound}}} = \frac{\int_{\text{unbound}} \text{d}X e^{-\beta[U+u_c]}}{\int_{\text{unbound}} \text{d}X e^{-\beta U}} \tag{3.4} \]

We now turn to the protein-protein separation process. Its pathway is handled in a subspace of six collective variables (CVs), \( Z = [r, \Omega] \), where \( r = (r, \theta, \phi) \) is the relative protein–protein center-of-mass position, and \( \Omega = (\Theta, \Phi, \Psi) \) is the relative protein–protein
orientation defined in terms of the three Euler angles. The associated restraining potential writes,

\[ u(Z) = u_t(r) + u_\Omega(\Omega) \]  

(3.5)

The internal coordinate system of the protein-protein complex is established using six reference points, three in the first protein (\(P_1, P_2,\) and \(P_3\)), and three in the second protein (\(L_1, L_2,\) and \(L_3\)). Using these reference points, the six relative translational and orientational degrees of freedom can be defined using spherical coordinates \((r, \theta, \phi)\) and Euler angles \((\Theta, \Phi, \Psi)\), where \(r\) is the \(P_1L_1\) distance, \(\theta\) is the \(\hat{P}_1L_1L_2\) angle, \(\phi\) is the \(\angle(P_1L_1L_2L_3)\) dihedral angle, \(\Theta\) is the \(\hat{P}_2P_1L_1\) angle, \(\Phi\) is the \(\angle(P_2P_1L_1L_2)\) dihedral angle, and \(\Psi\) is the \(\angle(P_3P_2P_1L_1)\) dihedral angle. In the formulation based on the string method,\(^8\)\(^,\)\(^59\) the separation pathway is represented by a chain of \(M\) states, or “images”, in a subspace of CV, i.e., the path is \(\{Z^{(1)}, Z^{(2)}, \ldots Z^{(M)}\}\). The last, \(M\)th image corresponds to the unbound state, wherein \(Z^{(M)} \equiv [r^*, \Omega^*]\), with the given orientation \(\Omega^* = (\Theta^*, \Phi^*, \Psi^*)\), which will be further discussed below. The \(i\)th image is simulated with the harmonic restraining potential,

\[ u^{(i)}(Z) = \frac{1}{2} k \cdot \left( Z - Z^{(i)} \right)^2 \]  

(3.6)

where \(k = (k_r, k_\theta, k_\phi, k_\Theta, k_\Phi, k_\Psi)\), is the force constant, and \(Z^{(i)}\) denotes the set of reference values for the harmonic restraining potentials corresponding to the \(i\)th image. The reference value for this image, \(Z^{(i)}\), is determined from the string method algorithm by moving in the direction of the mean force in the collective-variable space, and then reparametrizing the string assuming a Euclidian metric.\(^8\)\(^,\)\(^59\) Using this definition, the equilibrium binding
constant $K'_{eq}$ is written as,

$$
K'_{eq} = \frac{\int_{\text{bound}} dX \, e^{-\beta U'}}{\int_{\text{bound}} dX \, e^{-\beta [U'+u(1)]}} \times \left( \frac{\int dX \, e^{-\beta [U'+u(1)]}}{\int dX \, e^{-\beta [U'+u(2)]}} \cdots \frac{\int dX \, e^{-\beta [U'+u(M-1)]}}{\int dX \, e^{-\beta [U'+u(M)]}} \right) \\
\times \frac{\int_{\text{unbound}} dX \, e^{-\beta [U'+u(M)]}}{\int_{\text{unbound}} dX \, e^{-\beta U'}} \delta(r_{\text{com}} - r^*) \right) e^{-\beta U'} \\
= e^{\beta \Delta G^{(1)}_{\text{bound}}} \times \prod_{i=1}^{M-1} e^{-\beta \Delta G^{(i,i+1)}} \times e^{-\beta \Delta G^{(M)}_{\text{unbound}}} \quad (3.7)
$$

The middle terms between the parentheses, which correspond to the progressive spatial separation of the complex from the bound to the unbound states, comprise simple relative free energies of the type,

$$
e^{-\beta \Delta G^{(i,i+1)}} = \frac{\int dX \, e^{-\beta [U'+u(i)]}}{\int dX \, e^{-\beta [U'+u(i+1)]}} \quad (3.8)
$$

These terms represent the free energy along the optimal string pathway for substituting the restraining potential of the $i^{th}$ image on the CVs from the restraining potential of the $(i+1)^{th}$ image. Such free-energy differences can be evaluated with confidence using the histogram-less weighted histogram analysis method (WHAM),\textsuperscript{60} or Bennett acceptance ratio (BAR),\textsuperscript{61} assuming there is sufficient overlap between two contiguous images, thereby obviating the need for an explicit separation PMF.
The free-energy difference $\Delta G^{(1)}_{\text{bound}}$ associated with restraining potential $u^{(1)}$, namely,

$$e^\beta G^{(1)}_{\text{bound}} = \frac{\int_{\text{bound}} dX \ e^{-\beta U'}}{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}]}} \quad (3.9)$$

is calculated by staging the orientational and translational restraints,

$$e^\beta \Delta G^{(1)}_{\text{bound}} = \frac{\int_{\text{bound}} dX \ e^{-\beta[U']}}{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}]}} \times \frac{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}]}}{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}+u^{(1)}_o]}}$$

$$= e^\beta \Delta G^{(1)}_{\text{bound,t}} \times e^\beta \Delta G^{(1)}_{\text{bound,o}} \quad (3.10)$$

where,

$$e^{-\beta \Delta G^{(1)}_{\text{bound,t}}} = \frac{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}_t]}}{\int_{\text{bound}} dX \ e^{-\beta U'}} \quad (3.11)$$

and

$$e^{-\beta \Delta G^{(1)}_{\text{bound,o}}} = \frac{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}_t+u^{(1)}_o]}}{\int_{\text{bound}} dX \ e^{-\beta[U'+u^{(1)}_t]}} \quad (3.12)$$

The free-energy contribution corresponding to the release of the restraint for the last, $M$th image, wherein the two proteins are separated in solution, is,

$$e^{-\beta \Delta G^{(M)}_{\text{unbound}}} = \frac{\int_{\text{unbound}} dX \ e^{-\beta[U'+u^{(M)}]}}{\int_{\text{unbound}} dX \ \delta(r_{\text{com}} - r^*) \ e^{-\beta U'}}$$

$$= F_t \times e^{-\beta \Delta G^{(M)}_{\text{unbound,o}}} \quad (3.13)$$
where,

\[
e^{-\beta \Delta G_{\text{unbound},o}^{(M)}} = \frac{\int_{\text{unbound}} \int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta [U' + u^{(M)}_t + u^{(M)}_o]} \int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta U'} \int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta u^{(M)}_o(\Omega)} \int d\Omega}{\int d\Omega}
\]

\[
= \frac{1}{4\pi^2} \int_0^{\pi} d\Theta \sin \Theta \int_0^{2\pi} d\Phi \int_0^{2\pi} d\Psi \, e^{-\beta [k_\Theta (\Theta - \Theta^*)^2 + k_\Phi (\Phi - \Phi^*)^2 + k_\Psi (\Psi - \Psi^*)^2]} \quad (3.14)
\]

and,

\[
F_t = \frac{\int_{\text{unbound}} dX \, e^{-\beta [U' + u^{(M)}_t]} \int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta U'} \int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta u^{(M)}_t(r)}}}{\int_{\text{unbound}} dX \, \delta(r_{\text{com}} - r^*) \, e^{-\beta U'}}
\]

\[
= \int dr \, e^{-\beta u^{(M)}_t(r)}
\]

\[
= \int_0^{\infty} dr \, r^2 \int_0^{\pi} d\theta \sin \theta \int_0^{2\pi} d\phi \, e^{-\beta [k_r (r - r^*)^2 + k_\phi (\phi - \phi^*)^2 + k_\theta (\theta - \theta^*)^2]} \quad (3.15)
\]

with respect to the reference values \((r^*, \phi^*, \theta^*)\) corresponding to the \(M^{th}\) image. The translational factor, \(F_t\), has dimensions of \(\AA^3\), which must be converted to a concentration in mole per liter in order to define the standard binding free energy, i.e., \(e^{-\beta G_t^o} = F_t \, C^o = F_t / 1661\).

The remaining free-energy contributions from the various distance RMSD-based conformational restraints are staged for the bound and unbound states, and the final result can be expressed as,

\[
K_{\text{string}}^{\text{eq}} = e^{-\beta [\Delta G_{\text{unbound},t}^{(M)} - \Delta G_{\text{bound},t}^{(1)}]} \times e^{-\beta [\Delta G_{\text{unbound},o}^{(M)} - \Delta G_{\text{bound},o}^{(1)}]} \times \prod_{i=1}^{M-1} e^{-\beta [\Delta G^{(M)}_{\text{unbound},c} - \Delta G^{(1)}_{\text{bound},c}]} \quad (3.16)
\]
3.2.2 PMF-based formulation

In the conventional PMF-based method, the physical separation of the binding partners is treated by calculating the PMF, $w(r)$, along the one-dimensional Euclidian distance $r$ between their centers of mass, restrained along a rectilinear axis “a” with potential $u_a(θ, φ) = k_φ(φ − φ^*)^2 + k_θ(θ − θ^*)^2$. This rectilinear axial restraint is part of the complete translational restraining potential, $u_t$, which is used in the string pathway determination, i.e., $u_t(r) = u_r(r) + u_a(θ, φ)$ with $u_r(r) = \frac{1}{2} k_r(r − r^*)^2$.

It is of interest to relate the expression of $K_{eq}$ from the PMF-based approach with eq 3.16 arising from the string method in the case of a straight path (i.e., when the separation of the two proteins is realized along a pre-defined rectilinear axis). Under these premises, it ought to be noted that the restraining potentials have the following properties, $u_a^{(1)} = \cdots = u_a^{(M)} \equiv u_a$, and $u_o^{(1)} = \cdots = u_o^{(M)} \equiv u_o$, whereas $u_t^{(1)} ≠ \cdots ≠ u_t^{(M)}$. To better appreciate the similarity and differences between the two formulations, a side-by-side comparison of the formal expressions reads,
To evaluate the boxed expression (right-hand-side), we define the function, \(\rho\):

\[
\rho(r^*) \equiv \int dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c + u_o]} \tag{3.18}
\]

where \(\rho(r^*) \equiv \rho(r^*, \theta^*, \phi^*)\). At a sufficiently large distance \(r^*\), this function becomes independent of \(\theta^*\) and \(\phi^*\), and \(\rho(r^*) \equiv \rho(r^*, 0, 0)\). The boxed expression in eq 3.17 can be rewritten as,

\[
K_{\text{eq}} = \frac{\int_{\text{bound}} dX e^{-\beta U}}{\int_{\text{bound}} dX e^{-\beta [U + u_c]}} \times \frac{\int_{\text{bound}} dX e^{-\beta [U + u_c]}}{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_1^{(1)}]}} \times \frac{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_1^{(1)}]}}{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_1^{(1)} + u_o]}}
\]

\[
= \frac{\int_{\text{bound}} dX e^{-\beta U}}{\int_{\text{bound}} dX e^{-\beta [U + u_c]}} \times \frac{\int_{\text{unbound}} d1 \delta(r_{\text{com}} - r^*) \int_{\text{bound}} dX e^{-\beta [U + u_c + u_o]}}{\int_{\text{unbound}} d1 \delta(r_{\text{com}} - r^*) \int_{\text{bound}} dX e^{-\beta [U + u_c + u_o]}} \times \frac{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c + u_o]}}{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c]}} \times \frac{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c]}}{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta U}}
\]

(3.17)

\[
K_{\text{PMF}} = \frac{\int_{\text{bound}} dX e^{-\beta U}}{\int_{\text{bound}} dX e^{-\beta [U + u_c]}} \times \frac{\int_{\text{bound}} dX e^{-\beta [U + u_c]}}{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_a]}} \times \frac{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_a]}}{\int_{\text{bound}} dX e^{-\beta [U + u_c + u_a + u_o]}}
\]

\[
= \frac{\int_{\text{bound}} dX e^{-\beta U}}{\int_{\text{bound}} dX e^{-\beta [U + u_c]}} \times \frac{\int_{\text{unbound}} d1 \delta(r_{\text{com}} - r^*) \int_{\text{bound}} dX e^{-\beta [U + u_c + u_o]}}{\int_{\text{unbound}} d1 \delta(r_{\text{com}} - r^*) \int_{\text{bound}} dX e^{-\beta [U + u_c + u_o]}} \times \frac{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c + u_o]}}{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c]}} \times \frac{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta [U + u_c]}}{\int_{\text{unbound}} dX \delta(r_{\text{com}} - r^*) e^{-\beta U}}
\]
where

$$I^* = \int_{\text{bound}} dr' \ e^{-\beta [w(r')-w(r^*)]} \quad (3.20)$$

with $w(r)$, the one-dimensional PMF defined as a function of the distance, $r$, separating the centers of mass, and calculated in the presence of the restraining potential $[u_c + u_a + u_o]$ (the upper limit of the integral in $r'$ should correspond to some maximum distance in order to capture the bound state). $S^*$ is the integral of the angular potential $u_a$ when $r$ is equal
to $r^*$, which is equivalent to a surface term,

\[
S^* = \int d\mathbf{r}_{\text{com}} \delta(r - r^*) \ e^{-\beta u_a(\theta, \phi)}
\]

\[
= r^* \int_0^{\pi} d\theta \sin \theta \int_0^{2\pi} d\phi \ e^{-\beta u_a(\theta, \phi)}
\]

It follows that the binding constant can be expressed as,\(^9\)

\[
K^\text{PMF}_{\text{eq}} = S^* I^* e^{-\beta [G_{\text{unbound, c}} - G_{\text{bound, c}}]} \times e^{-\beta [G_{\text{bound, o}} - G_{\text{unbound, o}}]} \times e^{\beta G_{\text{bound, a}}}
\] (3.22)

The string counterpart of the boxed expression in eq (3.17) can be also recast with $u_t^{(1)} = u_r^{(1)} + u_a$ and $r^*$ is the distance separating the two centers of mass corresponding to the last, $M^{th}$ image of the pathway,
\[
\int_{\text{bound}} \frac{dX}{\int_{\text{unbound}} d1 \, \delta(r_{\text{com}} - r^*)} \int dX \, e^{-\beta(U + u_{(1)} + u_a)} = \int_{\text{bound}} \frac{dr_{\text{com}} \, \rho(r_{\text{com}}) \, e^{-\beta[u_{(1)} + u_a]}}{\rho(r^*)} \\
= \int_{\text{bound}} \frac{dr_{\text{com}} \, \rho(r_{\text{com}}) \, e^{-\beta[u_{(1)} + u_a]}}{\rho(r^*, 0, 0)} \\
= \int_{\text{bound}} \frac{dr_{\text{com}} \, \rho(r_{\text{com}}) \, e^{-\beta[u_{(1)} + u_a]}}{\rho(r^*, 0, 0) \int dr_{\text{com}} \, \delta(r - r^*) \, e^{-\beta u_a}} \\
= S^* \int_{\text{bound}} \frac{dr_{\text{com}} \, \rho(r_{\text{com}}) \, e^{-\beta[u_{(1)} + u_a]}}{\int dr_{\text{com}} \, \delta(r - r^*) \, \rho(r_{\text{com}}) \, e^{-\beta u_a}} \\
= S^* \int_{\text{bound}} dr' \int dr_{\text{com}} \, \delta(r - r') \rho(r_{\text{com}}) \, e^{-\beta[u_{(1)} + u_a]} \\
= S^* \int dr' \, e^{-\beta u_{(1)} r'} e^{-\beta[w(r') - w(r^*)]} \\
= S^* I^* \int dr' \, e^{-\beta u_{(1)} r'} e^{-\beta w(r')} \\
= S^* I^* \, e^{-\beta \Delta G_{\text{bound}, r}^{(1)}} \tag{3.23}
\]

where \(\Delta G_{\text{bound}, r}^{(1)}\) is the free energy incurred to introduce the distance restraining potential \(u_{(1)}^r\) at the first image of the pathway, that is in the bound state. The \(S^*\) term is evaluated at the last, \(M^{th}\) image of the pathway. Leaning on the above developments, the expression of the equilibrium constant obtained with the traditional PMF-based approach can be reconciled.
with that of the string method for a rectilinear path according to,

\[
K_{eq}^{\text{string}} = e^{-\beta[\Delta G_{\text{unbound,c}} - \Delta G_{\text{bound,c}}]} \times e^{-\beta[\Delta G_{\text{unbound,o}} - \Delta G_{\text{bound,o}}]} \\
\times e^{\beta \Delta G_{\text{bound},t}} \times F_t \times \prod_{i=1}^{M-1} e^{-\beta \Delta G(i,i+1)} \\
= e^{-\beta[\Delta G_{\text{unbound,c}} - \Delta G_{\text{bound,c}}]} \times e^{-\beta[\Delta G_{\text{unbound,o}} - \Delta G_{\text{bound,o}}]} \\
\times e^{\beta \Delta G_{\text{bound},t}} \times S^* I^* \times e^{-\beta \Delta G_{\text{bound},r}} \\
= e^{-\beta[\Delta G_{\text{unbound,c}} - \Delta G_{\text{bound,c}}]} \times e^{-\beta[\Delta G_{\text{unbound,o}} - \Delta G_{\text{bound,o}}]} \\
\times e^{\beta \Delta G_{\text{bound},a} \times S^* I^*} \\
= K_{eq}^{\text{PMF}}
\]

(3.24)

noting that \(\Delta G_{\text{bound},t}^{(1)} = \Delta G_{\text{bound},r}^{(1)} + \Delta G_{\text{bound},a}^{(1)}\).

### 3.2.3 Removal of restraints

The conformational restraints are defined as distance RMSDs, \(\xi\), of the two binding proteins relative to their conformation in the bound state. The RMSD restraining potential, \(u_c\), comprise four contributions,

\[
u_c = u_{c,bb1}(\xi_{bb1}) + u_{c,bb2}(\xi_{bb2}) + u_{c,sc1}(\xi_{sc1}) + u_{c,sc2}(\xi_{sc2})
\]

(3.25)

\[
u_c = K_c(\xi_{bb1})^2 + K_c(\xi_{bb2})^2 + K_c(\xi_{sc1})^2 + K_c(\xi_{sc2})^2
\]

(3.26)

where \(u_{c,bb1}, u_{c,bb2}, u_{c,sc1}\) and \(u_{c,sc2}\) are the RMSD restraining potentials acting on the backbone of protein 1, the backbone of protein 2, the interfacial side chains of protein 1, the interfacial side chains of protein 2, respectively. In practice, the free energy associated with
these restraints can be evaluated sequentially,

\[ e^{-\beta \Delta G_{c,sc2}} = \frac{\int dX \ e^{-\beta [U + u_{c,bb1} + u_{c,bb2} + u_{c,sc1} + u_{c,sc2}]}}{\int dX \ e^{-\beta [U + u_{c,bb1} + u_{c,bb2} + u_{c,sc1}]}} \] (3.27)

\[ e^{-\beta \Delta G_{c,sc1}} = \frac{\int dX \ e^{-\beta [U + u_{c,bb1} + u_{c,bb2} + u_{c,sc1}]}}{\int dX \ e^{-\beta [U + u_{c,bb1} + u_{c,bb2}]}} \] (3.28)

\[ e^{-\beta \Delta G_{c,bb2}} = \frac{\int dX \ e^{-\beta [U + u_{c,bb1} + u_{c,bb2}]}}{\int dX \ e^{-\beta U}} \] (3.29)

\[ e^{-\beta \Delta G_{c,bb1}} = \frac{\int dX \ e^{-\beta [U + u_{c,bb1}]}}{\int dX \ e^{-\beta U}} \] (3.30)

The expressions are identical for the bound and unbound states. It is worth noting that perturbation due to the side-chain restraints is treated in the presence of the backbone restraints, although there is a certain arbitrariness in how one chooses to order the various restraints. The free-energy contributions arising from the conformational restraints possess all the same form, for the bound and the unbound proteins, and can be evaluated by means of PMF calculations,

\[ e^{-\beta \Delta G_c} = \frac{\int dX \ e^{-\beta [U^* + u_c(\xi)]}}{\int dX \ e^{-\beta U^*}} = \frac{\int d\xi \ e^{-\beta [w(\xi) + u_c(\xi)]}}{\int d\xi \ e^{-\beta w(\xi)}} \] (3.31)

39
where \( w(\xi) \) is the PMF along the distance RMSD, calculated under potential \( U^* \), which includes the remaining conformational restraints corresponding to the sequential process embodied in eq 3.30. To summarize, the treatment of the conformational free-energy contributions requires eight individual PMF calculations, namely four for the bound state, and four for the unbound state.

### 3.2.4 Minimum free-energy path

The string method can be used to determine the optimal minimum free energy pathway (MFEP), \( \{Z^{(1)}, Z^{(2)}, \ldots, Z^{(M)}\} \), between two states defined in the subspace of CVs \( Z \). To clarify the significance of the MFEP, let us first define the free energy surface associated with the set of CVs,

\[
e^{-\beta W(Z)} = C \int dX \delta(\tilde{Z}(X) - Z) e^{-\beta U(X)}
\]  

(3.32)

where \( C \) is a constant, and \( \tilde{Z}(X) \) indicates a vector-valued function that maps every configuration \( X \) of the system onto the CVs. The free energy surface \( W(Z) \) that we use to describe the separation of a protein-protein complex is a function of six CVs. By definition, the MFEP is a curve in the space of the six CVs that connects the two minima \( A \) and \( B \) of \( W(Z) \) and to which the vector \( M(Z) \cdot \langle F(Z) \rangle \) is everywhere tangent,\(^8,59,62\), i.e. it is a curve satisfying

\[
[M(Z) \cdot \nabla W(Z)]^\perp = 0
\]

(3.33)

where \( \langle F(Z) \rangle \) is the mean force equal to minus the gradient of the free energy surface, \(-\nabla W(Z)\), and the superscript \( \perp \) indicates projection in the directions perpendicular to the curve. The quantity \( M(Z) \) is a metric tensor with the dimension of a diffusion coefficient accounting for the curvilinear nature of the CVs.\(^7,8,63\) As the curvilinear string pathway here is utilized as a support to characterize equilibrium binding rather than kinetic factors, \( M \) will be assumed to be constant and isotropic in the following for the sake of simplicity.
In general, the two ends of the string, $Z^{(1)}$ and $Z^{(M)}$, may be held fixed or allowed to adapt freely within the region $A$ and $B$ associated with the end-points. For instance, the first image (region $A$) represented by the collective variable $Z^{(1)}$ is held fixed since it corresponds to the known structure of the bound complex. In the context of a free energy calculation carried out in bulk solution, the mean force, $\langle F(Z) \rangle$, should tend to zero as the two proteins are increasingly separated in solution. This means that the free energy surface does not depend on the relative orientation of the two proteins once they are separated in bulk solution. However, the relative orientation of the two unbound proteins (region $B$) is not known a priori, which means that this must be determined by building up the separation pathway progressively. This observation can be exploited here to adapt the string method for a binding process, such that it will yield a more effective separation pathway for the binding free energy calculation.

Normally, the standard string method algorithm converges toward a minimum free energy pathway (MFEP) according to a steepest descent principle iteratively from the mean force, calculated from simulations that are harmonically restrained at specific values of the CVs, $Z^{(i)}$. By virtue of the linearity of the harmonic restraints applied to the different images, the mean force can be simply evaluated from the mean deviation away from the reference value of the CVs, i.e., $\langle F(Z) \rangle = -K(\langle Z^{(i)} \rangle - Z_{\text{ref}}^{(i)})$. In practice, a straightforward method to optimize the string consists in simply displacing the reference value of the CVs for image $i$, $Z_{\text{ref}}^{(i)}$, toward the average $\langle Z_{\text{ref}}^{(i)} \rangle$ determined from the simulation. This step is then followed by standard reparametrization, and the iteration cycle is repeated until convergence to yield the MFEP. We refer to this as the “average CV method” for optimizing the string.

Here, to obtain a more robust and effective solution for the separation process and reduce the amount of unnecessary rotational tumbling motions of the macromolecules in solution, the free energy surface function of the six CVs, $W(Z)$, is estimated locally using the information from the restrained simulations. To compute a MFEP of protein binding, a search is started from the bound complex as image number 1 and additional images are progressively
added along the MFEP until the proteins are sufficiently separated in bulk. New images are added along the MFEP based on the estimated free energy landscape, $\mathcal{W}(\mathbf{Z})$, calculated from the restrained simulations of the existing images. Once the two proteins are sufficiently separated, e.g., about 10-12 Å apart, the free energy landscape is expected to become very flat. At such large separation, variations in the separation axis ($\theta, \phi$) and the Euler angles ($\Theta, \Phi, \Psi$) should therefore be avoided. In practice, the CVs ($\theta(i), \phi(i), \Theta(i), \Phi(i), \Psi(i)$) for images $i \geq n$, should be restricted to the value ($\theta(n), \phi(n), \Theta(n), \Phi(n), \Psi(n)$), where $n$ is chosen such that the proteins are considered sufficiently separated.

To build the string of images, the free energy surface is constructed iteratively, by using the restrained image simulations, starting from the first image $\mathbf{Z}(1)$. An exhaustive search in the space of the six CVs would be computationally prohibitive. Instead, the search can be simplified because the goal is to find the MFEP along the separation of the protein complex. Therefore, the procedure consists in adding images along the direction of increasing $r$. The CVs of the new images is determined by assuming an increase in the separation distance, $r$, with $\mathbf{Z}_{\text{new}} = \{\mathbf{Z}_{\text{new}}|r_{\text{new}} = r_{\text{old}} + \Delta r\}$, where $(\theta_{\text{new}}, \phi_{\text{new}}, \Theta_{\text{new}}, \Phi_{\text{new}}, \Psi_{\text{new}})$ are chosen to minimize $\mathcal{W}(\mathbf{Z}_{\text{new}})$ at a fixed $r_{\text{new}}$. The parameter $\Delta r$ is adjusted to control the magnitude of the free energy increment between adjacent images, $||\mathcal{W}(\mathbf{Z}_{\text{new}}) - \mathcal{W}(\mathbf{Z}_{\text{old}})||$. In practice, five new images were built per cycle to accelerate the construction of the separation pathway. Moreover, the calculation of a free energy surface in such a high dimensional space – $\mathcal{W}(\mathbf{Z})$ is a function of six CVs – can be a difficult task using traditional umbrella sampling algorithms requiring accumulating histograms bins for the entire space. To overcome these difficulties, we adopted the dynamic histogram analysis method (DHAM), which relies on a transition count matrix, to estimate $\mathcal{W}(\mathbf{Z})$.\(^{64}\) Because the transition count matrix converges faster than accumulated histograms, DHAM results in a more robust estimation of the free energy surface. The transition matrix can be sparsely constructed when a short lag time was used, which also helps the computations. In practice, a free energy surface with six-dimensional parameter can be computed rapidly with DHAM using a reasonable grid spacing to define
the set of discrete conformational states. A grid spacing of 5° for various angular parameters and 0.2 Å were used. The initial string of the separation pathway was calculated using an implicit solvent model, and then smoothed using an interpolation algorithm before each image was solvated with explicit water molecules.

To accelerate convergence, the initial guess for the optimized curvilinear path was generated with implicit solvent starting from the equilibrated bound-state complex. The bound-state complex was first prepared and equilibrated for 1 ns with implicit solvation in the presence of RMSD and distance restraints. The temperature was maintained at 300 K using Langevin dynamics with a damping coefficient of 1.0 ps$^{-1}$ with dielectric constant of 80. The path finding algorithm was implemented by incrementally adding images from the bound state to the fully separated state according to the following protocol:

(i) Using the partial string with $n$ images, $\{Z(1)[r(1), \Omega(1)], \ldots, Z(n)[r(n), \Omega(n)]\}$, we append $m$ additional windows (typically $m = 5$) by incrementing the center-of-mass distance incremented from the $n^{th}$ window (the orientational restraints are kept unchanged), yielding the augmented string, $\{Z(1)[r(1), \Omega(1)], \ldots, Z(n)[r(n), \Omega(n)], Z(n+1)[r(n)+\Delta r, \Omega(n)], \ldots, Z(n+m)[r(n)+m\Delta r, \Omega(n)]\}$.

(ii) The $(n + m)$ images for the string are equilibrated and sampled with quadratic CVs restraints centered on the reference positions, $Z(i)$.

(iii) A local six-dimensional free energy surface is generated using DHAM, and the $(n + m)$ images are reset to the local minimum on this free energy surface. The string of $(n+m)$ images is then reparametrized.

Once the two molecules are fully separated, the $M$ images along the string are solvated with explicit water molecules and the string pathway is refined further following steps (ii) and (iii). An alternative method that can generate an initial string pathway faster is possible by replacing the DHAM in step (iii) by an averages method as discussed above. This method
iteratively shifts the reference center of each image toward its mean calculated from the trajectory with CV restraints. The reference center at the $i^{th}$ iteration is,

\[
\{\mathbf{Z}_{\text{ref}}^{(1)}, \ldots, \mathbf{Z}_{\text{ref}}^{(M)}\}(i) = \epsilon \{\langle \mathbf{Z}_{\text{ref}}^{(1)} \rangle, \ldots, \langle \mathbf{Z}_{\text{ref}}^{(M)} \rangle \}(i) + (1 - \epsilon) \{\mathbf{Z}_{\text{ref}}^{(1)}, \ldots, \mathbf{Z}_{\text{ref}}^{(M)}\}(i-1) \tag{3.34}
\]

where $\epsilon$ is a mixing factor that controls the rate of convergence of the iteration (if $\epsilon$ is close to zero then the reference center from the previous iteration is weighted more heavily).

### 3.3 Computational methods

#### 3.3.1 Host-guest system

The AMBER force field parameters for the cucurbit[7]uril molecule were taken from the previous study of Gilson and co-workers and converted to the CHARMM format.$^{65,66}$ CHARMM-GUI was used to solvate the cucurbit[7]uril with benzene system. The dimensions of the simulation system is $33 \, \text{Å} \times 33 \, \text{Å} \times 47 \, \text{Å}$. The CHARMM PARAM36 force field was used.$^{67-69}$ The system was solvated by 1664 water molecules that were represented by the TIP3P model.$^{70}$ Both the rectilinear and curvilinear separation pathways comprise 28 images, and each image was simulated for 2 ns, for a total of 56 ns. The sampling of the restrained simulations were enhanced by using replica-exchange MD simulation (US/H-REMD).$^{71}$

The string pathway was initially refined using the average CV method with $\epsilon$ of 0.4 as in eq 3.34, implicit solvent model of dielectric constant $\epsilon = 80$ was used, 4 starting images and 6 iterations of 4 images addition were done as shown in protocol to generate a 28-image string, and 20 iterations of string refinement were carried out. The CB[7] system at the last image along the curvilinear string pathway is shown in Figure 3.1. For the end-state bound complex, the free energy associated with the orientational and translational restraints was calculated with US/H-REMD simulations (11 windows decreasing the magnitude of the restraining force constants) using the multiple-copy algorithm (MCA) implemented in NAMD.$^{72}$ For
Figure 3.1: The CB[7] system for the last image along the straight rectilinear separation string pathway. The reference points $P_1$ (blue), $P_2$ (yellow), and $P_3$ (green), $L_1$ (red), $L_2$ (purple), and $L_3$ (orange) serving to set the CVs for the relative position and orientation of the two molecules are shown. The point $P_1$ (blue) is set at the center of mass of selected atoms of the back ring of the cucurbit[7]uril molecule, and the point $L_1$ (red) is set at the center of mass of the benzene molecule.

The end-state unbound complex, the free energies associated with releasing the orientational restraints were calculated analytically.

All MD simulations were carried out with the NAMD 2.11b simulation program.\textsuperscript{72–74} The temperature and the pressure were maintained at 300 K and 1 atom, using Langevin dynamics with a damping coefficient of 1.0 ps$^{-1}$ and Langevin piston. A time-step of 2 fs was used and the bonded distance of hydrogen atoms was rigidly constrained. A particle mesh Ewald (PME) algorithm was used to treat the long-range electrostatic interactions, with a grid spacing of 1 point per Å.\textsuperscript{75} Real-space nonbonded interactions were smoothly switched from 10 Å to 12 Å.

### 3.3.2 Barnase–barstar complex

The bound-state complex for the barnase–barstar complex was first prepared and equilibrated for 1 ns with implicit solvation in the presence of RMSD and distance restraints to
build all the simulation systems. Three separate simulation systems were then constructed, including the barnase–barstar complex in solution, and the isolated barnase and barstar in solution. The crystallographic barnase–barstar complex structure with high-resolution was to taken from RCSB database (PDB:1BRS) initial configuration. Chains C and F were taken from the structure, which of the three unit-cell complexes are expected to be most representative of the native state. The N-terminal alanine and glutamine residues were added to barnase, and residues 40 and 82 in barstar were mutated back to cysteine in order to produce a wild-type complex. Standard protonation states were assigned based on a pKa calculation using propKa with an assumed pH of 8.0. CHARMM-GUI was used to solvate protein in a water box along with 2–6 neutralizing sodium or chloride ions. The final system size were approximately 25,000 atoms for each monomeric barnase and barstar protein, and 50,000 atoms for the barnase–barstar complex. The dimensions of the simulation system is 70 Å × 70 Å × 108, which ensures that the two proteins do not interact across the periodic boundaries at full separation. The CHARMM PARAM36 force field was used with the rigid TIP3P water model.

To restrict fluctuations of the side chains while the proteins are separated, RMSD restraints were introduced on those residues known to be critical for binding or ones near them. Specifically, one restraint on the RMSD of residues 27, 59, 60, 83, 85, 87, and 102 of barnase and one on the RMSD of residues 29, 31, 33, 35, 38, 39, 42, and 76 of barstar were added. In total, four conformational restraints were applied, two on the backbones (denoted by subscripts Bn,c and Bs,c) and two on the specific set of residues at the interface (Bn,res and Bs,res). Additionally, five angular restraints were applied, three on the orientation of barstar relative to barnase (denoted by subscript o, encompassing the Θ, Φ, and Ψ Euler angles) and two on its relative position (denoted by a, which includes the polar angles θ and ϕ).

The string pathway for the barnase–barstar separation was generated using the DHAM protocol. The six points used to construct the CVs mapping the relative position and
orientation of barnase and barstar along the separation string pathway are defined by the center-of-mass of: all Cα of barnase ($P_1$), Cα of residue 70-73, 89-92 of barnase ($P_2$), Cα of residue 85-88, 97-100 of barnase ($P_3$), all Cα of barstar ($L_1$), Cα of residue 13-24 of barstar ($L_2$), and Cα of residue 66-79 of barstar ($L_3$). The initial generation of the string accounted for solvation implicitly with a simple uniform dielectric constant of $\epsilon = 80$. Starting with five images, 49 iterations were carried out each appending five additional images to the string to generate a 250-image string. At this point, all images were solvated with 17295 water molecules and four sodium ions were added to neutralize the simulation system. The entire string with explicit solvent was then further refined with three additional iterations. The final string was equilibrated with the solute scaling REST2 \cite{77} with four value of the scaling parameter. The barnase and barstar at the last image along the curvilinear string pathway is shown in Figure 3.2. Five additional images were inserted to foster the swapping probability between neighboring images, resulting in an optimized 255-image string pathway. The system was sampled using H-REMD simulations, including 255 images with six evenly-spaced solute scaling (from 1.0 to 0.75) for a total of 1530 replicas. The residues 27, 31, 35, 37, 38, 56, 58-60, 82-85, 101-104, and 106 of barnase and the residues 27, 29-36, 38-40, 42-47,
72, 73, and 76 of barstar were affected by the REST2 solute scaling. H-REMD simulations were carried out for 18 ns, yielding a total of 27.54 µs of MD aggregate data. For comparison, the binding free energy calculation of the wild-type barnase and barstar was carried out by following the spatial separation of the associated complex along a rectilinear (straight) and along a curvilinear string pathway. The binding free energy calculation for the single and double mutants of barnase and barnase was carried out using only the curvilinear string pathway. The system comprising 255 images and eight evenly-spaced solute scaling for a total of 1530 replicas was sampled using H-REMD simulations. H-REMD simulations were carried out for 10 ns each, yielding a total of 20.40 µs.

The free energies for releasing the various RMSD conformational restraints were calculated using umbrella sampling (US) with H-REMD simulations (US/H-REMD) comprising 16 US windows with different offset varying from 0.0 to 3.0 Å RMSD. The US/H-REMD simulations were carried out for 1.5 ns per replica. For each case, there is a total of eight RMSD conformational restraint free energies to calculate (two proteins: barnase and barstar, two atom selections: backbone and side chain, and two end-states: bound and unbound), corresponding to a total computational cost of 192 ns per system. The free energies for releasing the orientational and positional restraints were calculated using free energy perturbation (FEP) with alchemical λ replica-exchange MD simulations (FEP/λ-REMD) by switching off the restraining force constants. The FEP/λ-REMD comprising 11 windows were carried out for 1.5 ns, yielding a total of 16.5 ns per restraint. In the case of the orientational and positional restraints, simulations are required only for the bound complex because the restraint for the unbound complex are handled analytically. This yields a total of 49.5 ns to calculate the free energy \( \Delta G_{\text{bound},o}, \Delta G_{\text{bound},a}, \Delta G_{\text{bound},t} \).

All MD simulations were carried out with the NAMD 2.11b simulation program.\(^{72-74}\) For the explicit solvent systems, the temperature and the pressure were maintained at 300 K and 1 atm, using Langevin dynamics with a damping coefficient of 1.0 ps\(^{-1}\) and Langevin piston. A time-step of 2 fs was used and chemical bonds involving hydrogen atoms were
rigidly constrained. A particle mesh Ewald (PME) algorithm was used to treat the long-range electrostatic interactions, with a grid spacing of 1 point per Å. Real-space nonbonded interactions were smoothly switched from 10 Å to 12 Å. To compare with previous study that used neutral termini, zwitterionic N- and C-terminal were alchemically transformed into neutral N- and C-terminal. A dual-topology protocol was used where both termini are present at all times but do not interact with each other. The alchemical FEP/MD calculation was carried out with 21 evenly-spaced coupling constant \( \lambda \) (0, 0.05, ..., 0.95, 1.00). Each \( \lambda \)-window was simulated for 1.5 ns for a total of 31.5 ns.

To estimate the magnitude of the barnase–barstar interactions remaining in the maximum separation, a finite-distance correction was calculated using the Poisson-Boltzmann (PB) equation. The calculations were carried out using the PBEQ module of the CHARMM program version 42a1 with the optimized atomic Born radii. For each string pathway, the PB finite-distance correction was calculated by averaging over MD configurations taken every 200 ps. The PB calculation was performed using focusing technique, with a first grid size of 1 Å followed by a finer grid size of 0.45 Å. The protein dielectric constant was set to 12 and the solvent dielectric constant was set to 80 (the finite-distance correction does not vary significantly when changing the dielectric constant of the protein).

### 3.4 Results and Discussion

A novel formulation based on the string method was developed to utilize a physical separation pathway of two molecules to calculate their binding free energy. This string-based formulation differs from the PMF-based method, which assumes a rectilinear separation pathway. The final expression of the PMF-based binding free energy is eq 3.22. The most distinctive part of this method is the integral \( I^* \) displayed in eq 3.20, which involves the PMF along the one-dimensional Euclidian distance \( r \) restrained along a rectilinear (straight) axis. In contrast, the string-based calculation does not require a similar integral involving a one-dimensional PMF. The most critical part of the string-based calculation leading to
the final expression eq 3.16 is the series of relative free energies between neighboring images along the string pathway that is given in eq 4.2.

![Diagram](image)

**Figure 3.3:** Schematic representation of the three different methods to calculate the binding free energy of two molecules. (a) and (b) assume the same straight rectilinear separation pathway. In (a), \(w(r)\) is calculated from the biased umbrella sampling windows following the PMF-based formulation of eq 3.22, while in (b) the relative free energy \(\Delta G^{(i,i+1)}\) is calculated via eq 4.2 from the biased windows corresponding to the images along the straight pathway following the string-based formulation of eq 3.16. In (c), the relative free energy \(\Delta G^{(i,i+1)}\) is calculated via eq 4.2 from the biased windows corresponding to the images along the optimized curvilinear string pathway following the string-based formulation of eq 3.16.

In the special case where all the images along a string are artificially kept along a rectilinear pathway, it is possible to directly relate the PMF-based and string-based formulations. This is illustrated in Figure 3.3 where the PMF \(w(r)\) is calculated from the biased umbrella sampling windows following the PMF-based formulation in (a), and the relative free energy \(\Delta G^{(i,i+1)}\) is calculated from the biased windows corresponding to the images along the straight pathway following the string-based formulation in (b). In this case the relative free energies between different images from eq 4.2 is related to the the one-dimensional PMF,
\( w(r) \), in the following manner,

\[
e^{-\beta \Delta G^{(i,i+1)}} = \frac{\int dr \ e^{-\beta [w(r) + u_r^{(i+1)}(r)]}}{\int dr \ e^{-\beta [w(r) + u_r^{(i)}(r)]}} \tag{3.35}
\]

If the force constant of the restraining potential \( u_r^{(i)}(r) \) is very large, then the relative free energy between neighboring images will be closely related to the difference in the PMF, \( \Delta G^{(i,i+1)} \approx w(r^{(i+1)}) - w(r^{(i)}) \). In this case, the cumulative \( \sum_{i=1} \Delta G^{(i,i+1)} \) is expected to essentially follow \( w(r) \) as a function of \( r^{(i)} \). However, if the restraining force constant is weak compared to \( w(r) \), then the cumulative free energy will differ from the PMF. In the following we will examine and test the string-based formulation to determine the binding free energy for two host-guest complexes of different nature.

### 3.4.1 Host-guest system

The string-based formulation to determine the binding free energy of two molecules was first probed on a smaller benchmark system to examine its performance and accuracy. For this purpose, we chose the association of benzene with cucurbit[7]uril (CB[7]), a popular host-guest system for examining computational methods to calculate binding affinity.\(^{82,83}\)

We first examine the results of CB[7] system in explicit solvent. The string pathway was generated through both the DHAM and average CV methods. The variation of the six CVs along the pathway is shown in Figure 3.4. Both methods yield qualitatively similar paths with some differences, although the pathway from the DHAM method seems to be slightly smoother. This may be related to the fact that the images were constructed directly at the minima of a free energy surface. Nevertheless, as our primary objective with this system is to validate the formalism, the pathway determined from the averaging method was used for the subsequent calculations.

Three approaches used to calculate the binding free energy are compared, namely (1)
the PMF-based formulation with a rectilinear separation path (eq 3.22)\(^9\), (2) the present string formulation but with a rectilinear separation path (eq 3.16), and (3) the present string formulation with a curvilinear separation path (eq 3.16). The results of the calculations as well as the various free energy components for each of the three approaches are given in Table 3.1. It may be noted that, because the binding free-energy calculations are executed with restraints that single out one given orientation of the benzene molecule, a symmetry contribution of \(k_B T \ln(12)\) term must added to the final binding free energy. Based on this comparison, it is manifest that the three different approaches yield essentially identical result. Similarly, the corresponding free energy components are essentially within statistical error (not all components from the different methods may be compared).

Figure 3.5 shows that both the rectilinear and curvilinear paths converge to the same separation free energy. Expectedly, the free energy barrier along the curvilinear string pathway is smaller because it is optimized to follow the MFEP. There is a large barrier around \(r = 5.5 \text{ Å}\) in the one-dimensional PMF along the rectilinear separation pathway shown in Figure 3.5, which is completely avoided when following the curvilinear pathway. In the case of the rectilinear (straight) pathway, the PMF differs significantly from the cumulative free
Table 3.1: Results for the CB[7] system

<table>
<thead>
<tr>
<th>Separation path</th>
<th>PMF method (eq 3.22)</th>
<th>String method (eq 3.16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \Delta G_o$</td>
<td>rectilinear</td>
<td>+0.5</td>
</tr>
<tr>
<td>$\Delta \Delta G_t$</td>
<td>rectilinear</td>
<td>+3.7</td>
</tr>
<tr>
<td>$k_B T \ln(S \times I \times C^o)$</td>
<td>curvilinear</td>
<td>-11.7</td>
</tr>
<tr>
<td>$k_B T \ln(12)$</td>
<td>curvilinear</td>
<td>-1.5</td>
</tr>
<tr>
<td>$\Delta G_{\text{bind}}$</td>
<td>curvilinear</td>
<td>-12.7</td>
</tr>
</tbody>
</table>

Errors estimated from bootstrapping are on the order of 0.05 kcal/mol for each component.

energy between successive images, $\sum_{i=1}^{\infty} \Delta G_{i,i+1}$. This may be confusing since these results are calculated from exactly the same set of simulations. However, as shown by eq 3.35, the relative free energy between neighboring images will be closely related to the difference in the PMF only if the force constant of the restraining potential is very large. The differences observed in Figure 3.5 are due to the fact that the force constant of the restraining potential for the distance is not very large in these simulations.

Figure 3.5: Separation free energy for the CB[7] system. (Top) The one-dimensional PMF as a function of the distance $r$ along the straight axis. (Bottom) Cumulative free energy changes along the rectilinear (blue) and curvilinear (red) string pathways calculated from eq 4.2.

This example strengthen our confidence in the validity of the three approaches. Furthermore, all three methods yield quantitatively consistent results. While the original PMF-based
formulation with a rectilinear separation path is formally correct, and can yield correct results (Table 3.1), it relies on the arbitrary choice of a given axis to carry out the separation of the two molecules. Even when the choice appears intuitively obvious, the system can encounter large barriers during the separation of the two binding partners. The example of the CB[7] system shows that the issue can occur even with exceedingly simple host-guest complexes. Generally, it may be expected that the presence of high free energy barriers will affect the rate of convergence of the results, even if formally the converged answer is not supposed to be affected by any arbitrary choice. Those issues can be avoided by using an optimized MFEP curvilinear pathway determined by the string method that follows the local minima on the free free energy surface.

3.4.2 Barnase–barstar complex

The pathway for the separation of the barnase–barstar complex was generated by optimizing the images of the string on the local free energy surface using the DHAM method. The variations of the CVs along the string is shown in Figure 3.6. As the separation between the two proteins increase, the variation in the CVs becomes smaller.
Errors estimated from bootstrapping are on the order of 0.05 kcal/mol for each free energy component.

The main results are provided in Table 3.2. The final binding free energy, $\Delta G_{\text{bind}}^\circ$, is $-11.0$, $-11.1$, $-10.8$ for the three methods tested here. Otherwise noted, the error estimates based on bootstrapping are confined within 0.05 kcal/mol for each component. RMSD conformational restraints ($\Delta \Delta G_{B_b,bb}$, $\Delta \Delta G_{B_n,bb}$, $\Delta \Delta G_{B_s,sc}$, $\Delta \Delta G_{B_n,sc}$) and orientational restraints $\Delta \Delta G_o$ converged fast. Because both paths share the same first image, the free energy components associated with the restraints $Z^{(1)}[r^{(1)}, \Omega^{(1)}]$ are identical.

For a quantitative comparison of the different methods, it is important to account for the fact that the two proteins may retain some significant interactions at the last image of the string, taken to represent the unbound state. As the two proteins are separated by a fairly large distance at the last image of the string, any remaining interactions should be dominated by long-range electrostatics effects. In this context, a reasonable approximation to the magnitude of the interactions is Poisson-Boltzmann (PB) theory. A similar strategy has been previously used by Hunenberger and McCammon to analyze the artifacts of periodicity in explicit solvent simulations. The long-range correction is provided in Table 3.2. It is clear that accounting for these long-range interactions is necessary to obtain consistent results from the three computational approaches. Interestingly, the correction is larger for
Figure 3.7: Cumulative free energy changes along the reaction pathway for the wild-type barnase–barstar system calculated with MBAR (black) and PB (red). The last window of MBAR results is set to 0 and the average of last 10 windows is set to 0 for PB results.

the curvilinear string pathway (-4.4 kcal/mol) compared to the rectilinear pathway (-2.5 kcal/mol). Even though both systems have identical center-of-mass protein-protein distance at maximum separation (last image of the string), the remaining electrostatic interaction differ considerably. The more favorable interaction at maximum separation between the two protein for the curvilinear pathway is consistent with the observation that the relative position and orientation of the two proteins is actually optimized on the local free energy surface along the MFEP. While one might be able to reduce the magnitude of the remaining long-range interactions by separating the two proteins further, this would impact the computational cost by necessitating additional images along the string and an increase of the size of the simulation system. Alternatively, one may be able to shield the long-range interactions by increasing the salt concentration, though this may not be desirable as it may not match the conditions used in experiments. Ultimately, estimating the long-range correction via a PB calculation offers a practical and valid approach. The higher variance of the continuum PB interactions along the curvilinear path shown in Figure 3.7 makes it clear that the relative orientation of two proteins is a key factor that affects the long-range interaction. \cite{84}

Remarkably, Figure 3.7 shows that a simple continuum electrostatic approximation begins
to accurately match the free energy profile determined from explicit-solvent simulations at a center-of-mass distance of about 29 Å, namely when the two proteins are separated by about 5 Å away from the bound complex (from 24 Å to 29 Å). This observation suggests that a PB approximation may help engineer practical protocols seeking to reduce the computational cost of protein-protein binding free energy calculations.

A central issue that this work aims to address is to compare the rate of convergence of the full calculation for the different methods. The final estimated binding free energy calculated from the rectilinear and optimized curvilinear pathways is shown in Figure 3.8. In both cases the configurational sampling was enhanced using replica-exchange with solute tempering (REST2). Figure 3.8 shows that the convergence is indeed faster using the curvilinear path. While both paths yield -10.8 and -11.1 kcal/mol for total binding free energy, the result from the curvilinear pathway appears to converge around 8 µs of total simulation time, whereas the result from the rectilinear pathway starts to converge only around 15 µs. This suggests that the curvilinear pathway converges in about 50% of the total simulation time needed for a rectilinear (straight) pathway.

It is of great interest to compare the present results with experiment and with other MD
calculations. Experimentally, the barnase–barstar complex has a binding free energy on the order of $-19.0$ kcal/mol, while the present results are consistently around -11 kcal/mol. One possible factor that may affect the result is the pH and the protonation state of His102 in barnase.\textsuperscript{38–40} It has been suggested that His102 must be protonated in the bound complex and that the proteins do not bind when His102 is neutral.\textsuperscript{38–40} $\Delta pK_a$ was calculated with a continuum electrostatic PB equation for both crystal structure and snapshots from simulated trajectory. Surprisingly, estimates calculated with PB using both the crystal structure and snapshots from simulated trajectory indicate that protonation of His102 is unfavorable to binding. The calculation yield a negative $\Delta pK_a$ of -8.3 and positive $\Delta \Delta G^\circ_{\text{bind}}$ of 11.4 kcal/mol regardless of which neutral forms of histidine is considered. This result is consistent with alchemical explicit solvent FEP calculations to examine the protonation of His102. The free energy difference for the three systems (bound, unbound, and a 3-residue reference system Ala-His-Ala) is -14.72, -26.22, -19.05 kcal/mol, respectively. Therefore, both PB and alchemical FEP are indicative that the binding affinity of the barnase–barstar complex decreases when His102 is protonated.

Clearly, the calculated binding free energy differs considerably from the experimental value. Given the consistent results obtained from the rectilinear and curvilinear pathway, it is reasonable to conclude that issues of convergence are not the main cause of this large discrepancy. While the poor agreement with the experimental value is disappointing, it should not be entirely surprising that the details of the atomic force field will have a major impact on the binding free energy. For example, three arginine–aspartic acid pairs (Arg59-Asp76, Arg83-Asp39, Arg87-Asp39) provide extremely strong electrostatic interactions in the bound barnase–barstar complex. During simulations of the complex, these residues remain within an average minimum distance of 1.73, 1.77, 1.75 Å, respectively (calculated from the minimum distance of the closest atoms from each residue). The importance of Asp39 and Arg87 is also highlighted below in calculations based on the single and double mutants (D39A, R87A, and D39A/R87A). The sensitivity of the results to the force field
can be illustrated by considering the effect of a small modification of the Lennard-Jones parameters affecting the core repulsion between the key atoms of the positively charged arginine side chain (NC2) and the negatively charged carboxylate group (OC). The impact of such modification of the force field can simply be estimated with free energy perturbation (FEP) using the ensemble of configurations from the unperturbed complex as a reference system,

\[
e^{-\Delta G_{\text{pert}}/k_B T} = \left\langle e^{-[U_{\text{pert}} - U_{\text{ref}}]/k_B T} \right\rangle_{(U_{\text{ref}})}
\]

(3.36)

In the standard CHARMM force field, the \( R_{\text{min}} \) for these two atoms is 3.55 Å. Reducing the \( R_{\text{min}} \) of this atom pairs by 0.1 Å to 3.45 Å shifts the binding affinity of those residues by -2.3, -1.7, -1.4 kcal/mol, yielding a total of -5.4 kcal/mol respectively. Such a change would shift the binding free energy to about -16.4 kcal/mol, which is closer to the experimental value. Interestingly, a calculation by Pan and co-workers based on the AMBER force field reported binding free energy of 19.2 kcal/mol, which is very close to the experimental result.\(^{57}\)

One may note that the Lennard-Jones \( R_{\text{min}} \) for of the AMBER FF99SB force field for the corresponding pair of atoms is 3.4852 Å, which might explain why the binding affinity for barnase–barstar complex is more favorable in this calculation. Another calculation based on the AMBER FF99SB force field by Noé and co-workers reported a binding free energy of 12-19 kcal/mol.\(^{58}\) While the system simulated displays minor differences for a few residues on barstar (the cysteines at position 40 and 82 were substituted by alanine), their effect on the binding free energy should be minimal. This calculation was carried out in the context of a Markov State Model (MSM) analysis of the binding association of barnase and barstar, and for this reason there is a considerable uncertainty on the estimated binding free energy. In fact, the result depends on the MSM lag time, with estimates ranging over 8-22 kcal/mol when all lag times were considered.\(^{58}\)

A previous calculations by Gumbart et al. reported a binding free energy of −21.0 kcal/mol.\(^{36}\) While the force field is the same as in the present study, a direct comparison is difficult because those calculations were carried out with neutral N- and C-terminal
whereas the present calculations were based on the zwitterionic form of the proteins, with charged N- and C-terminal. This issue can be addressed by using FEP to estimate the free energy change implied by the differences in the N- and C-terminal. Using a continuum electrostatic PB calculation, we estimate that converting the zwitterionic N- and C-termini into neutral N- and C-termini will increase the binding free energy by $-5.8 \text{ kcal/mol}$, which would yield a total binding free energy of $-16.8 \text{ kcal/mol}$. The impact implied by the differences in the N- and C-terminal can also be calculated by using alchemical FEP simulations, yielding a stabilization of $-6.7 \text{ kcal/mol}$ (FEP gives 203.7 kcal/mol for the bound state and 210.4 kcal/mol for the unbound state). Adding this perturbation to present results yields a binding free energy on the order of $-17.7 \text{ kcal/mol}$, which is in closer agreement with the previous result of Gumbart et al.\textsuperscript{36} The calculated binding free energy remains smaller than the previous estimate of $-21.0 \text{ kcal/mol}$, although it is likely that the total amount of sampling is responsible for the discrepancy; the present calculations is based on 27.54 $\mu$s of sampling, whereas Gumbart et al. used a total of 212 ns of sampling.\textsuperscript{36}

### 3.4.3 Results for mutant cycles

To further validate the computational methodology and the accuracy of the force field, we investigate the influence of single and double mutations on the association of barnase–barstar.\textsuperscript{40,41,85} Mutant cycle are often used to determine if two residues on each protein are close to each other in the bound complex; proximal pairs tend to contribute cooperatively to the binding affinity, whereas the distant pairs contribute independently.\textsuperscript{40,41} The effective residue-residue interaction is commonly quantified by considering $\Delta \Delta G = G(a,b) - G(a^*,b) - G(a,b^*) + G(a^*,b^*)$, where $a$ and $b$ represent the wild-type residues on barnase and barnase, and $a^*$ and $b^*$ represent the mutated residues on barnase and barnase, respectively. This type of analysis is often used to derive geometric constraints used to determine the structure of protein-protein complexes.\textsuperscript{86,87} However, many central issues have not been addressed by the mutant cycle experiments. For example, under what set of conditions can the quantity
be interpreted simply as an effective interaction energy between localized residues? This type of question that is not easily answered by experiments alone. Conclusions have been drawn from simple models, but a deeper understanding will be gained from detailed atomic computations. As an example, it has been concluded that the interaction between residue Arg87 on barnase and Asp39 on barstar contributes cooperatively the binding by more than 6 kcal/mol. Preliminary PMF-based binding calculations were carried out on the wild type (WT) complex, single mutants D39A (barstar) and R87A (barnase), and double mutant D39A,R87A. The results given in Table 3.3 are very encouraging. For instance, the change caused by the double and single mutants is correctly reproduced, indicating that the computations are likely to yield meaningful results. Furthermore, it is important to study a number of mutant cycles (single and double mutations) to assess the validity of the computational method. By recapitulating the double mutant experiments *in silico*, simulations can generate new knowledge that was previously not available. The barnase–barstar system provides a unique opportunity to examine the influence of mutations on the binding affinity due to the large amount of experimental data.

Table 3.3: Barnase–barstar mutant system free energies components.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>wild-type</th>
<th>D39A</th>
<th>R87A</th>
<th>D39A/R87A</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \Delta G_{Bc}$</td>
<td>+0.9</td>
<td>−0.2</td>
<td>−0.4</td>
<td>+0.6</td>
</tr>
<tr>
<td>$\Delta \Delta G_{Bc}$</td>
<td>−0.7</td>
<td>−0.4</td>
<td>+0.3</td>
<td>−0.1</td>
</tr>
<tr>
<td>$\Delta \Delta G_{Bc,\text{res}}$</td>
<td>+6.7</td>
<td>+0.9</td>
<td>+3.6</td>
<td>+3.0</td>
</tr>
<tr>
<td>$\Delta \Delta G_{Bc,\text{res}}$</td>
<td>+3.2</td>
<td>+2.6</td>
<td>+1.6</td>
<td>+2.0</td>
</tr>
<tr>
<td>$\Delta \Delta G_{o}$</td>
<td>+5.4</td>
<td>+5.2</td>
<td>+5.7</td>
<td>+5.5</td>
</tr>
<tr>
<td>$\Delta \Delta G_{t}$</td>
<td>+2.3</td>
<td>+2.2</td>
<td>+2.3</td>
<td>+2.4</td>
</tr>
<tr>
<td>$\Delta G_{\text{sepR}}$</td>
<td>−24.2</td>
<td>−13.6</td>
<td>−15.8</td>
<td>−15.3</td>
</tr>
<tr>
<td>$\Delta G_{\text{PB-correction}}$</td>
<td>−4.4</td>
<td>−3.6</td>
<td>−3.1</td>
<td>−3.2</td>
</tr>
<tr>
<td>$\Delta G_{\text{hand}}$</td>
<td>−10.8</td>
<td>−6.9</td>
<td>−5.8</td>
<td>−5.1</td>
</tr>
<tr>
<td>$\Delta G_{\text{exp}}$</td>
<td>−19.0</td>
<td>−11.3</td>
<td>−13.5</td>
<td>−11.9</td>
</tr>
</tbody>
</table>

The computational results for all four mutant barnase–barstar complexes are compared in Table 3.3. The experimental results are taken from the work of Schreiber and Fersht. Binding is clearly less favorable for all three mutants, but the order of the binding affinity does not exactly match. Nevertheless, the effective residue-residue interaction extracted from
the mutant cycle, $\Delta \Delta G$, is reasonable. The $\Delta \Delta G$ extracted from the experimental data is $-19 + 11.3 + 13.5 - 11.9 = -6.1$ kcal/mol,\textsuperscript{40,41} and the $\Delta \Delta G$ extracted from the calculation is $-10.8 + 6.9 + 5.8 - 5.1 = -3.2$ kcal/mol. The moderate agreement shows the validity and the sensitivity of the computational methodology to extract an effective residue-residue interaction in the context of four related systems.

### 3.5 Conclusion

This study formulated a new theoretical framework to calculate the binding free energy of using a physical separation of two binding partners along a curvilinear pathway determined by the string method. The theoretical relationship between the new method and the PMF-based method was clarified. The new formalism was validated by comparing the results obtained using both rectilinear and curvilinear pathways for a prototypical host–guest complex formed by CB[7] binding benzene, and the barnase–barstar protein complex. The minimum free energy path (MFEP) was defined and optimized in a 6-dimensional subspace with collective variables $Z[r^*, \Omega^*]$. The string was optimized through either a local free energy surface with DHAM, or by successively averaging the CVs of the images along the string. Since the rectilinear path can be used to calculate the total binding free energy in both ways, as if the path were 'straight string', it was shown with host-guest system that two approaches result in the same binding free energy as well as the curvilinear path. The barnase–barstar system was used to demonstrate that the binding free energy calculated on the basis of a curvilinear pathway converges faster than its rectilinear counterpart. One complete mutant cycle was simulated to examine the ability of the method to capture correctly the effective residue-residue coupling compared to the experimental result. The effect of long-range electrostatic interactions was considered using PB calculations. Improved algorithms to find minimum free energy separation path could save significant amount of simulation time, especially when there is a high free energy barrier along the chosen rectilinear path.
CHAPTER 4
PROTEIN-PROTEIN ASSOCIATION/RECOGNITION
PROBLEMS

4.1 Introduction

The protein-protein interaction governs many biological processes and plays a key role in a living cell, such as cell communications. Thanks to the crystallography, high resolution structural data became widely available. However, even with the knowledge of protein structures in the living cell was not sufficient to understand the function of highly organized cellular systems, and now we seek for deep understanding upon dynamical networks arise from specific protein-protein interactions.

Some proteins bind together, others do not, despite of the structural similarity. Knowing when and why proteins can specifically associate and bind together would be extremely helpful. This must begin with the statistical mechanics concept of binding free energy $\Delta G_b$.

A computational approach based on atomistic MD simulation and free energy methodology would be advantageous to tackle this problem. Unlike docking/scoring methods that shows high variance of performance from one system to another, all-atomistic MD simulation does not rely on any particular empirical assumptions about the binding, boasting steady performance.\textsuperscript{89}

One might observe slow convergence of the binding simulation with the complex free energy surface. To resolve the issue, we would like to dissect the problem into a few steps where a set of geometric and conformational restraints is applied to reduce the degrees of freedom of two proteins and their relative orientation. This lessens sampling noise and accelerates the convergence of the resulting free energy profile.\textsuperscript{9,35,36,44} The total binding free energy can be calculated from a sum of individual free energy components of adding/releasing restraints and the separation. The sampling rely on the data harvested from a collection of copies or “replicas” of the molecular system with Hamiltonian-tempering replica-exchange
MD (H-REMD) simulations. Such multiple copy algorithms (MCAs) offer a general and powerful strategy to enhance the sampling efficiency of conventional MD simulations.

With these methods, two specific biomolecular questions we would like to tackle are HIV-1 Nef /SH3 and Colicin/Im9 complexes.

### 4.2 Methods

Again, how to obtain main target equilibrium binding constant $K_{eq}$ between two proteins is explained in section 3.2.

In previous chapter 3, we introduced string method formulation of protein-protein binding free energy which is based on the physical separation of one protein from the other along a curvilinear pathway. The binding free energy is determined in a step-by-step procedure in which the bound proteins are progressively separated along a curvilinear pathway in the presence of orientational and conformational restraining potentials. Initially, conventional PMF method that is separating two bound partners along a predefined rectilinear pathway was developed and used by Roux and co-workers. However, free-energy calculations are expected to converge faster when the model reaction coordinate coincides with minimum free-energy path. Utilizing the curvilinear path found with DHAM method, we expect the simulation to converge more rapidly.

In our formulation based on the string method, the curvilinear separation pathway is represented by the collective variables along the path, each window having $Z = (r, \Omega)$. The path of $N$ images in 6 dimensional collective variables is $\{Z^{(1)}, Z^{(2)}, \ldots Z^{(N)}\}$, where the relative position of two proteins is defined with center-of-mass distance with two polar angles $r = (r, \theta, \phi)$, and the relative orientation is defined with three Euler angles $\Omega = (\Theta, \Phi, \Psi)$.

These relative positional and orientational degrees of freedom are defined with six internal reference points in two proteins, three in the first protein ($P_1$, $P_2$, and $P_3$), and three in the second protein ($P'_1$, $P'_2$, and $P'_3$). The associated restraining potential in collective variables...
is \( u(Z) = u_t(r) + u_a(\theta, \phi) + u_o(\Omega) \). The last, \( N^{th} \) image corresponds to the unbound state, wherein \( Z^{(M)} \equiv (r^*, \Omega^*) \), with the given orientation \( \Omega^* = (\Theta^*, \Phi^*, \Psi^*) \). The \( i^{th} \) image is simulated with the harmonic restraining potential, \( u^{(i)}(Z) = \frac{1}{2} k \cdot (Z - Z^{(i)})^2 \), where \( k = (k_r, k_\theta, k_\phi, k_{\theta\phi}, k_{\theta\Phi}, k_{\Phi\Psi}) \), is the force constant, and \( Z^{(i)} \) denotes the set of reference values for the harmonic restraining potentials corresponding to the \( i^{th} \) image. Using this definition, the equilibrium binding constant \( K'_{\text{eq}} \) of the system with RMSD restraining potential is written as,

\[
K'_{\text{eq}} = e^{\Delta G_{\text{bound}}^{(1)}} \times \left( \prod_{i=1}^{N-1} e^{-\Delta G^{(i,i+1)} / k_B T} \right) \times e^{-\Delta G_{\text{unbound}}^{(N)} / k_B T} \tag{4.1}
\]

The middle terms between the parentheses correspond to simple relative free energies of the type,

\[
e^{-\Delta G^{(i,i+1)} / k_B T} = \frac{\int dX e^{-(U' + u^{(i)}) / k_B T}}{\int dX e^{-(U' + u^{(i+1)}) / k_B T}} \tag{4.2}
\]

These terms represent the free energy along the optimal string pathway for substituting the restraining potential of the \( i^{th} \) image on the collective variables from the restraining potential of the \( (i+1)^{th} \) image. These free energy differences between neighboring windows can be evaluated using the histogram-less weighted histogram analysis method (WHAM),\(^{60}\) or Bennett acceptance ratio (BAR),\(^{61}\) assuming there is sufficient overlap between two contiguous images, thereby obviating the need of an explicit separation PMF.

To enhance the sampling of the images along the curvilinear pathway, MD is combined with a replica-exchange (RE) algorithm.\(^{44, 71, 90-92}\) In the REMD approach, multiple copies of the molecular system are simulated concurrently, but all with different conditions, e.g., different temperatures or Hamiltonians.\(^{92}\) Attempts are periodically made to exchange configurations or parameters between different systems using a Metropolis Monte Carlo acceptance criterion, insuring Boltzmann-weighted statistics. Furthermore, the images along the string are sampled with the Hamiltonian-tempering replica-exchange MD solute scaling.
In summary, to calculate binding free energies we will use a novel computational method developed in our lab. Briefly, the method seeks to calculate the reversible work needed to physically separate the two proteins in solution, but rather than using a rectilinear pathway as used previously, we will determine the optimal separation pathway of the two proteins using the string method. The free energy between the two end-states of the string will be calculated by combining the information of multiple biased “images” of the two proteins restrained at regularly interspaced distances between monomers along the pathway. Those biased simulations are akin to umbrella sampling, though they will be used to extract free energy steps between adjacent images. Finally, additional simulations are needed to release the end states and obtain the proper standard binding free energy between the two proteins. To speed up the convergence of these calculations and sample more efficiently, H-REMD is employed.

4.3 Future directions

HIV-1 Nef/SH3 Complex

HIV–1 Nef/SH3 complex is an example of single residue substitution leads to a large change in $K_d$. Protein Nef of HIV–1 forms a complex with both the SH3 domain of Fyn, a tyrosine kinase that binds Nef poorly, and a variant in which a point substitution has been introduced to mimic Hck, which binds Nef much more tightly than Fyn. This makes the HIV–1 Nef/SH3 complex an interesting system because most mutation causes decrease in binding affinity whereas the mutation introduced to SH3 domain (R96I) increases binding affinity significantly. The relative orientations of binding are affected by the R96I mutation. The key interaction residues discovered by structural analysis and the simulation of both wildtype/R96I mutant will be compared to gain additional knowledge on the mechanism of increased binding affinity. To find out why R96I mutation imposes a critical impact to the
binding affinity, the two systems of two proteins (wildtype and R96I mutant) are physically
separated along an optimal pathway determined by the string method.\textsuperscript{44,59}

\textit{Colicin/Im9 Complex}

The colicin/immunity protein system provides some remarkable examples of cognate vs. noncognate assemblies.\textsuperscript{45} The strain of \textit{Escherichia coli} that makes colicin E9, endowed with a DNase activity, also produces the Im9 immunity protein that inhibits it very efficiently; a different strain produces the Im2 immunity protein, which has a much lower affinity for E9.\textsuperscript{94} Among the non-cognate interactions Im2 shows the strongest binding toward the E9 DNase domain with a $K_d$ of $10^{-8}$ M, 6 orders of magnitude weaker than that of the cognate immunity protein Im9. Interestingly, the structure of Im2 and Im9 have no significant differences, and the bound orientation with respect to the DNase are very similar each other. For a computational methodology, this protein complex is challenging because the bound conformation and the unbound conformation is very about 1.5 Å measured by the interface RMSD (i-RMSD) whereas the other protein complexes have i-RMSD of values less than 1 Å. Additional sampling method might be necessary for efficient sampling of the conformational transition upon binding. To find out if given protein complex is cognate or non-cognate, the two proteins are physically separated along an optimal pathway determined by the string method.\textsuperscript{44,59} Whether the complex is cognate or non-cognate is to be detected with the steepness of the free energy difference when two proteins are being separated.

The string protein separation pathway for both protein complexes has been generated and all the images along the pathway have been solvated and equilibrated. The extensive sampling to be carried out with $\mathcal{H}$-REMD simulation is ready to go.
APPENDIX

Appendix A: Effect of pH on the observed binding free energy

We consider the noncovalent binding of a ligand L to a protein P (the treatment is valid also for two proteins). But there is a group in one of the two molecules that can be protonated/deprotonated when the complex is formed and the pH can affect the equilibrium binding process. The equilibrium when the protein is unprotonated may be expressed as $L + P^u \rightleftharpoons LP^u$, with the equilibrium constant

$$K_b^u = \frac{[LP^u]}{[L][P^u]}$$

Correspondingly, the equilibrium when the protein is protonated may be expressed as $L + P^p \rightleftharpoons LP^p$, with the equilibrium constant

$$K_b^p = \frac{[LP^p]}{[L][P^p]}$$

The protonation/deprotonation equilibrium can be expressed in the following way

$$\theta_P = \frac{[P^p]}{[P^u]} = 10^{(pK_a(P) - pH)}$$

and

$$\theta_{LP} = \frac{[LP^p]}{[LP^u]} = 10^{(pK_a(LP) - pH)}$$
from the Henderson-Hasselbalch equation. We want to know the fraction of bound protein (regardless of the ionization state),

\[ f = \frac{[LP^u] + [LP^p]}{[P_{tot}]} = (1 + \theta_{LP}) \frac{[LP^u]}{[P_{tot}]} \]

We have the condition

\[ [P_{tot}] = [P^u] + [P^p] + [LP^u] + [LP^p] = (1 + \theta_P)[P^u] + (1 + \theta_{LP})[LP^u] \]

From this condition we have

\[ [P^u] = \frac{1}{(1 + \theta_P)} ([P_{tot}] - (1 + \theta_{LP})[LP^u]) \]

We can combine this with the equilibrium equation \( ([LP^u] = K^u_b[L][P^u]) \) to get

\[ [LP^u] = K^u_b[L] \frac{1}{(1 + \theta_P)} ([P_{tot}] - (1 + \theta_{LP})[LP^u]) = \frac{1}{(1 + \theta_P)} K^u_b[L][P_{tot}] - \frac{(1 + \theta_{LP})}{(1 + \theta_P)} K^u_b[L][LP^u] \]

\[ [LP^u] + \frac{(1 + \theta_{LP})}{(1 + \theta_P)} K^u_b[L][LP^u] = \frac{1}{(1 + \theta_P)} K^u_b[L][P_{tot}] \]

\[ [LP^u] \left(1 + \frac{(1 + \theta_{LP})}{(1 + \theta_P)} K^u_b[L]\right) = \frac{1}{(1 + \theta_P)} K^u_b[L][P_{tot}] \]
\[
\frac{[L P^u]}{[P_{tot}]} = \frac{1}{(1+\theta_P)} \frac{K_b^u [L]}{1 + \left(\frac{(1+\theta_P)}{(1+\theta_P)} K_b^u [L]\right)}
\]

\[f = \frac{(1+\theta_L P^u)}{1 + \left(\frac{(1+\theta_P)}{(1+\theta_P)} K_b^u [L]\right)} \frac{K_b^u [L]}{1 + K_b^u [L]}
\]

where the effective (apparent) equilibrium binding constant is

\[K_{b}^{\text{eff}} = \frac{1 + \theta_L P^u}{(1 + \theta_P)} K_b^u\]

or equivalently,

\[K_{b}^{\text{eff}} = \frac{1 + 10^{(p\text{Ka}(L P) - p\text{H})}}{1 + 10^{(p\text{Ka}(P) - p\text{H})}} K_b^u\]

In the case of barstar-barnase, it is assumed that the pKa of His102 is 6.4 for the isolated protein. At pH 8, then \(10^{(p\text{Ka}(P) - p\text{H})}\) is 0.0039 and is essentially negligible. The sidechain His102 is neutral and unprotonated for the isolated protein. However, it is believed that the sidechain is ionized and protonated in the complex. This will increase the apparent equilibrium binding constant in the following way

\[K_{b}^{\text{eff}} \approx 10^{(p\text{Ka}(L P) - p\text{H})} K_b^u\]

and the apparent (effective) binding free energy as

\[\Delta G_{b}^{\text{eff}} \approx -k_B T \ln(10) (p\text{Ka}(L P) - p\text{H}) + \Delta G_{b}^u\]

So you can see that the apparent binding free energy will be more negative is the pKa(LP)
has been shifted to be larger than the pH=8.

These considerations are important to interpret the results of the free energy calculations. Let $U_p(r)$, $U_u(r)$, represent the potential energy function for the protonated (p) and unprotonated (u) system, respectively. Let us define the free energy difference $\Delta G = G_p - G_u$,

$$e^{-\beta \Delta G} = \frac{\int dr \ e^{-\beta U_p(r)}}{\int dr \ e^{-\beta U_u(r)}}$$  \hspace{1cm} (4.3)

It is assumed that, when the molecule is unprotonated, the proton is transferred to a reference ionizable group located far away in solution (i.e., the number of particles in the system is the same for the two states). In practice, the proton is treated as a dummy non-interacting particle for the unprotonated state. That is, the dummy H atom is never annihilated but its interaction with the environment are turned off. In this alchemical process, a number of internal MM covalent terms (bonds, angles, dihedrals) are kept to avoid the problem of a wandering non-interacting free proton in the simulation; their influence cancels out in the treatment of standard state.

In principle, $\Delta G$ ought to be directly related to the experimental pKa of the site in the molecule. However, to match the experimental pKa value with a molecular mechanical (MM) force field, it is necessary to introduce an offset constant $C$,

$$10^{\text{pKa}} = \frac{\int dr \ e^{-\beta[U_p(r) - C]}}{\int dr \ e^{-\beta[U_u(r)]}}$$  \hspace{1cm} (4.4)

The use of such an empirical offset constant $C$ is necessary to calibrate the method in order to match the absolute pKa of an ionizable group because the MM potential energy function is not designed to account the true quantum mechanical proton affinity.

$$\text{pKa} = \frac{1}{k_B T \ln(10)} (-\Delta G + C)$$  \hspace{1cm} (4.5)

Here, $C$ is an offset constant $C$ that depends only on the type of the titratable site, but
is otherwise assumed to not vary with the sequence and the conformation of the protein. We could determine the empirical offset constant $C$ for a simple reference system (like a dipeptide in solution) and then assume that this value is transferable to the protein. Under this assumption, the pKa shift for the sidechain for the isolated protein $P$ relative to the reference system is

$$p\text{Ka}(P) - p\text{Ka}(\text{ref}) = -\frac{1}{k_B T \ln(10)} (\Delta G(P) - \Delta G(\text{ref}))$$

(4.6)

and the corresponding shift in the ligand-protein complex $LP$ is

$$p\text{Ka}(LP) - p\text{Ka}(\text{ref}) = -\frac{1}{k_B T \ln(10)} (\Delta G(LP) - \Delta G(\text{ref}))$$

(4.7)

where $\Delta G(\text{ref})$, is the free energy to protonate the sidechain in the reference system, $\Delta G(P)$ is the free energy to protonate the sidechain in the isolated protein, and $\Delta G(LP)$ is the free energy to protonate the sidechain in the ligand-protein complex.
Appendix B: DHAM

The PMF in the six-dimensional space of collective variables was determined using the dynamic histogram analysis method (DHAM). The biased Markov transition probability matrices, \( M^{(k)} \) is related to the underlying unbiased Markov transition probability matrix, \( M \), as follows,

\[
M^{(k)}_{ij} = f^{(k)}_i c^{(k)}_{ij} M_{ij} \tag{4.8}
\]

where \( c^{(k)}_{ij} \) and \( f^{(k)}_i \) are the coefficient matrix and the normalization factor for simulation \( k \), respectively. A maximum likelihood solution for unbiased Markov transition probability matrix is shown to be,

\[
M_{ij} = \frac{\sum_{k=1}^{N_{sim}} T^{(k)}_{ij}}{\mu_i + \sum_{k=1}^{N_{sim}} n^{(k)}_i f^{(k)}_i c^{(k)}_{ij}} \tag{4.9}
\]

where \( T^{(k)}_{ij} \) is a transition count matrix in bin \( i \) and \( j \) and \( n^{(k)}_i \) is a number of sample in bin \( i \) in simulation \( k \). \( \mu_i \) is a normalization constant that makes \( \sum_j M_{ij} = 1 \). \( f_i \) and \( \mu_i \) can be solved explicitly, however, an approximate solution can be used instead. In US, each window has a different bias potential \( u^{(k)} \) applied, which typically is in the form of harmonic potential, which uses \( f^{(k)}_i \)

\[
u^{(k)}_i = \frac{1}{2} K^{(k)} (x_i - x^{(k)})^2 \tag{4.10}
\]

where \( x^{(k)} \) is the center of the harmonic potential and \( x_i \) is the \( i \) th bin along the reaction coordinate. \( K^{(k)} \) is the force constant. At the limit of very short time step, the presence of a biasing potential changes the transition probability to

\[
M^{(k)}_{ij} \propto M_{ij} \exp\left[-\frac{1}{2 k_B T} (u^{(k)}_j - u^{(k)}_i)\right] \tag{4.11}
\]
which is similar to a spatial discretization of the Smoluchowski diffusion equation. The approximate solution assumes the following relationship for a short lag time, which is derived by imposing detailed balance condition, $M_{ij} p_i = M_{ji} p_j$ and $M_{ij}^{(k)} p_i^{(k)} = M_{ji}^{(k)} p_j^{(k)}$,

$$f_i^{(k)} c_{ij}^{(k)} = \exp \left[ - \left( u_j^{(k)} - u_i^{(k)} \right) / 2k_B T \right] \quad (4.12)$$

Thus, at the limit of short lag time,

$$M_{ij} = \frac{M_{ij}^{\text{unnorm}}}{\sum_{l=1}^{N_{\text{bin}}} M_{il}^{\text{unnorm}}} \quad (4.13)$$

and

$$M_{ij}^{\text{unnorm}} = \frac{\sum_{k=1}^{N_{\text{sim}}} T_{ij}^{(k)}}{\sum_{k=1}^{N_{\text{sim}}} n_i^{(k)} \exp \left[ - \left( u_j^{(k)} - u_i^{(k)} \right) / 2k_B T \right]} \quad (4.14)$$
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