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ABSTRACT

Mice are one of the primary organisms used to study mammalian behavior and physiology. The goal of this study was to identify genes in the mouse that would allow us to develop specific, testable hypotheses about the mechanisms underlying complex human traits, including psychiatric and metabolic diseases. We used a simple mouse outbred population, the LG/J × SM/J advanced intercross line (AIL; Aap:LG,SM-G50-56), to identify 126 quantitative trait loci (QTLs) for the locomotor response to methamphetamine, prepulse inhibition of the acoustic startle reflex, body weight, muscle weight, and various other behavioral and physiological traits.

A key advantage of studying model organisms is the ability to procure primary tissue for functional genomic analysis. Integrating phenotype, genotype, and gene expression data collected from the same individuals can accelerate the process of gene identification and provide insight into the biological mechanisms that influence complex traits. Therefore, we used RNA-sequencing to measure gene expression QTLs (eQTLs) in the hippocampus (HIP), prefrontal cortex (PFC), and striatum (STR) of ~200 AIL mice that were phenotyped and genotyped. We identified over 2,000 cis-eQTLs and over 400 trans-eQTLs in each brain region and integrated these data with QTLs to identify candidate genes. Our work demonstrates that an integrative analysis of genotype, phenotype and gene expression data is a powerful approach that can accelerate the process of gene identification and provide insight into the biology of complex traits.
CHAPTER 1
INTRODUCTION

A major objective of human genetics is to understand how variation in the sequence and structure of DNA leads to phenotypic diversity. Phenotypic diversity may be caused by environmental factors, genetic variability, or more commonly, by a combination of the two. By identifying the molecular factors that generate phenotypic diversity and studying their effects, genetic research has the potential to broaden our understanding of biology, possibly leading to better diagnosis and treatment of disease.

This chapter describes two common strategies used to study the relationship between genotypes and phenotypes, with special emphasis on genetic mapping. I highlight three major insights that emerged from early genome-wide association studies (GWAS) in humans and consider their implications for psychiatric disease. I argue that orthogonal research in mice can address some of the challenges presented by human genetic complexity. In particular, simple outbred models, including the advanced intercross line (AIL) used in this study, have several appealing properties that simplify the interpretation of association studies, and in many cases, provide support for human findings. I conclude by describing some important statistical issues that arise in GWAS of structured populations.

1.1 Genetic approaches for studying phenotypic variation

There are two main ways to investigate the genetic causes of phenotypic variation. Gene-based approaches typically begin with a hypothesis about the role of a specific gene or sequence. In humans, genotypes at a candidate gene for disease might be compared among cases and controls. Often, a gene or its regulatory machinery is perturbed so that the consequences of partial or complete loss of its function can be studied in living cells or animal models. The relative simplicity of such experiments makes them valuable for exploring the
role of specific genes. However, gene-based approaches are limited by our lack of knowledge about the relationship between genes and phenotypes; that is, at this point in time, we simply do not know what most genes are doing. What we do know is that genes can have different effects in different tissues, environments, and genetic backgrounds. We also know that most segregating polymorphisms exist outside of protein-coding genes. Although the molecular consequences of noncoding mutations remain poorly understood, evidence from functional genomic studies alludes to a critical role for noncoding sequences in transcriptional and epigenetic regulation. Clearly, an exhaustive survey of molecular function cannot be accomplished by focusing solely on coding sequences.

Much of our current knowledge about human disease was discovered using a complementary set of hypothesis-free genetic mapping approaches, including linkage mapping and GWAS. Genetic mapping studies are designed to detect correlations between traits and chromosomal regions, which can then be targeted for functional analysis. Early linkage studies successfully used families to locate large-effect mutations responsible for rare Mendelian diseases (which were often attributed to a single gene). However, they were less effective for studying common diseases, which are characterized by low penetrance and high polygenicity.

GWAS, in contrast, rely on the many recombinations present in samples of unrelated individuals to detect associations, and are more appropriate for studying common traits and diseases. Recombination disrupts linkage disequilibrium (LD) between nearby markers by separating them onto smaller, more independent haplotypes. This is desirable because it tends to reduce the number of single nucleotide polymorphisms (SNPs) tagged by each genotyped marker, potentially making it easier to determine which one is causal. However, because higher genotyping density is necessary for GWAS in highly recombinant populations, a greater number of independent hypothesis tests must be performed, which results in a stringent threshold for genome-wide significance. Therefore, high recombination improves mapping precision (the average width of the confidence interval for associated loci), but
reduces power (the likelihood of detecting an association with a given effect size at a given significance threshold).

GWAS were designed under the assumptions that the majority of variants implicated in common diseases would be common (that is, with minor allele frequencies, or MAFs, of 0.05 or greater) and have intermediate effect sizes (i.e. an odds ratio of 1.5-3.0) [1]. Early GWAS samples of <1,000 individuals were largely unsuccessful, aside from a few exceptions that identified SNPs with what we now know to be unusually large effects [2-4]. Discoveries from GWAS using samples of a few thousand individuals were far greater than what had been achieved by linkage mapping, but they were only able to explain a fraction of the heritability for common diseases, which family and twin studies had suggested was much higher [5]. More associations were identified as samples increased to the tens of thousands [6], and it became clear that the first GWAS were dramatically underpowered. Rapid developments in sequencing technology restored optimism to the search for disease genes and renewed an interest in family studies, which used targeted sequencing to identify a role for rare and de novo mutations in diseases like autism and schizophrenia [7]. Subsequently, the field of human genetics developed a greater appreciation for polygenic methods [8] which helped to dispel the fear that GWAS were inadequate to explain the missing heritability of common diseases [9,10]. As Boyle et al. [11] and others [12,13] have suggested, the prevalence of polygenic architectures may entail a shift in focus from disease genes to disease networks, which may eventually require a new framework for designing and interpreting future GWAS. Even so, GWAS have led to a number of invaluable insights that have transformed our understanding of complex traits.
1.2 Major insights from human GWAS and implications for psychiatric traits

GWAS unexpectedly revealed that most trait-associated variants are in noncoding regions, an observation that has sparked interest in using functional genomic data to explore their underlying mechanisms [14–18]. Functional genomics is the study of dynamic genomic processes (as opposed to the static effects of mutations) which include transcription, translation, and gene regulation. Functional genomics studies offer a way to test the assumption that the gene closest to a trait-associated variant is most likely to be causal, which is not always true [19–22]. Studies of gene expression have been particularly useful for identifying functional candidates within trait-associated regions [22–28]. However, it is often challenging to obtain large samples of human tissue for functional studies, particularly from the brain, which can only be collected opportunistically or post mortem.

Another significant discovery from GWAS is that polygenicity is ubiquitous. Nearly all common diseases appear to be caused by a very large number of common and rare alleles whose effects are individually very small [11]. This pattern holds true for psychiatric disease [29] and most quantitative traits, such as height and weight [30, 31]. Although widespread polygenicity may seem daunting from an analytic perspective, it ultimately inspired a variety of clever experimental designs [32–36] new statistical models [10, 25, 37–39], and an abundance of community resources [15, 16, 40–44] that improve our ability to describe genetic phenomena and importantly, focus our efforts on tractable questions. As an example, one consequence of polygenicity is that extremely large samples are required to detect genome-wide significant associations. Accordingly, building larger, more diverse genomic resources will allow us to identify novel polymorphisms and associations [42, 43]. However, genotyping more SNPs in larger samples can be costly, and depending on the trait, may not be worth the effort. For instance, environmental influences, which introduce noise into phenotype measurements and diminish heritability, are integral to psychiatric conditions like post-traumatic stress.
disorder, which requires exposure to trauma, and drug abuse, which requires exposure to a drug. A better strategy in these cases might be to study a specific symptom or aspect of the disease that can be quantitatively measured in large samples [46].

Findings from GWAS also suggest that pleiotropy, which describes a single genetic factor with many phenotypic effects, is a common phenomenon. Pleiotropy has had a profound impact on the study of psychiatric disease, for which clinical diagnosis is based heavily on observation, phenomenology, and categorical criteria [47]. Evidence that bipolar disorder, schizophrenia, and autism share many of the same genetic associations has forced us to reconsider clinical definitions of psychiatric disease [48]. Our definitions of normal vs. disordered states may also need revision: comparing psychiatric patients to healthy relatives has demonstrated that that certain symptoms are also present at sub-clinical levels in unaffected individuals [29, 46]. COMT, a gene implicated in schizophrenia, also affects working memory in healthy individuals [49] and variants involved in schizophrenia and bipolar disorder have been associated with creativity in healthy subjects [50]. This indicates that quantitative traits that can be measured in healthy and diseased individuals could be useful for understanding certain aspects of psychiatric disease. It also suggests that current psychiatric nosology may one day be replaced with quantitative assessments informed by genetic and neurobiological discoveries [51].

GWAS have enriched our understanding of complex traits, but they have also introduced challenges. Some of these are familiar: phenotypic and environmental heterogeneity and the difficulty of procuring primary human tissue are limitations that were acknowledged long before the first GWAS. Likewise, the idea of redefining psychiatric phenotypes is hardly new, but evidence for a shared etiology among clinically distinct conditions adds to the urgency of developing more rigorous criteria for classifying psychiatric and behavioral conditions. Other challenges are less familiar, and a variety of methods may be required to address them. More associations will be discovered by genotyping new alleles and studying diverse
populations, and improvements in annotation, genotyping and imputation accuracy will become increasingly important as GWAS expand their scope. For traits like depression and bipolar disorder, which been fairly resistant to genetic dissection, the hope is that these efforts will lead to a lucrative set of candidate genes and networks; however, more work may be needed to determine if this expectation is realistic [11]. In the meantime, what else can be done? I argue that GWAS in model organisms provide a powerful, complementary set of approaches that can generate valuable biological insights and in many cases, inform interpretation of human GWAS.

### 1.3 Model organisms can be used to circumvent some limitations of human GWAS

Here I describe key benefits and limitations of using rodents to study aspects of human disease. Many of these qualities also generalize to other model organisms. However, as fellow mammals, rodents are frequently used as models for human disease, and their ability to learn and perform complex tasks makes them the preferred models for studying behavior. Although it is possible to study a more complex range behaviors in rats than in mice [52], there are practical advantages that have made large genetic studies in mice more feasible until relatively recently [53,54]. For example, the state of mouse genome and transcriptome annotation is highly advanced [55], and a wealth of mouse genetic resources exist due to a long history of genetic studies in the mouse [55–57]. For these reasons, and because they are central to my research, I will focus specifically on mice for the remainder of the discussion.

Certain limitations of human GWAS can be circumvented by using the mouse. Unlike some human data, phenotypes are relatively fast and easy to collect in mice due to their small size, short generation time, and impressive breeding capacity. Environmental variables can be controlled to minimize confounding, or deliberately manipulated to study traits like drug abuse, which depend on environmental exposures. Mice can often be used to obtain
measurements that would be considered invasive or unfeasible in humans. Obvious physical differences prevent the mouse from being a precise model for human biology; however, mouse measurements are typically quantitative and may be more informative for specific aspects of human disease than the clinical categories often used in human GWAS \[58-60\]. Importantly, phenotypes, genotypes, and primary tissue for functional genomic assays can be collected from the same mice under optimal conditions. This is important for psychiatric traits, not only because human brain tissue is difficult to obtain, but because medication use and other external variables can confound analyses of gene expression in humans \[46\].

### 1.4 Genetic analysis in advanced intercross lines

Crosses among well-characterized inbred strains have been used to identify hundreds of loci associated with quantitative traits (QTLs), but due to low recombination density, populations such as F2 intercrosses, backcrosses, and congenic lines have rarely led to the identification of individual genes \[54,61\]. In recent years, low genotyping costs have motivated GWAS in more recombinant populations, which provide higher resolution for mapping QTLs \[62-64\]. Given the ubiquity of polygenic architecture and the complexity of human populations, the ability to manipulate genetic diversity, allele frequency, and recombination density in mice is an enormous advantage. Advanced intercross lines (AILs) provide one example of how the balance between power and precision can be tailored to fit the goals of GWAS.

An AIL is generated by continuing to cross two inbred strains beyond the F2 generation. Each successive generation of outbreeding leads to additional recombination, which improves mapping precision \[65\]. Because only two inbred strains are used, the MAF for all variants starts at 0.5, which maximizes power to detect the effects of each allele. Although it is possible for rare alleles to arise from inadvertent selection (e.g. for fecundity) or de novo mutations, these situations are uncommon. Genetic drift can cause variants to shift in frequency, but if the population size is sufficiently large, allele frequencies are expected to
remain high [65]. Thus, the problematic relationship between allele frequency and effect size observed in unrelated humans is minimized in an AIL. Furthermore, having only two parental strains means that alleles and haplotypes are interchangeable, which reduces number of markers that must be genotyped (potentially allowing for a larger sample without a proportional increase in cost). Any two alleles at a polymorphic site that are identical by state (IBS) are necessarily identical by descent (IBD), which makes them fully informative for haplotype phasing and genotype imputation. If pedigree information or genome sequences from the parental strains are available, phasing and imputation can be simplified even further.

Of course, producing a highly recombinant AIL requires considerable time and resources. An AIL breeding population should be as large as possible to minimize genetic drift, inbreeding, and relatedness among individuals; this allows recombinations to accumulate in each generation, improving mapping precision [65]. However, the expense of maintaining mice typically limits populations to 50-100 breeder pairs. A random breeding scheme has the benefit of simplicity, but a better strategy is to avoid pairing full siblings. The optimal strategy is to use pedigree or genotype information to minimize the level of relatedness among breeder pairs. Another recommended strategy is to use only one male and one female from each litter as breeders. Limiting familial contributions to the next generation preserves genetic diversity by doubling the effective population size relative to its actual size, thus helping to prevent the fixation of parental alleles [66].

A second limitation of AILs is that they have low genetic diversity. Thus, at some loci, there will be no polymorphism between the parental strains, and therefore, some genes that have the potential to affect a trait may go undetected. Even so, the relative simplicity of analysis in an AIL and the ability to detect associations using a moderately-sized sample are compelling advantages for GWAS.
1.5 GWAS in structured populations

Early GWAS in humans clearly demonstrated that a failure to account for the confounding effects of population structure could lead to false positive associations. Population structure refers to the presence of systematic differences in allele frequencies among subsets of a population. Structured samples require careful analysis because correlations exist among phenotypes (more closely related individuals are more phenotypically similar) and among genotypes (the probability of having the same genotype at a given marker is higher among more closely related individuals). This non-independence violates an assumption of the linear regression model commonly used to test for association in GWAS, and failure to properly control for population structure can diminish power [67,69].

The earliest methods to account for population structure involved structured association analysis or principle components analysis (PCA). Structured association analysis assumes that a population is comprised of a number of subpopulations or clusters, each tracing back to a distinct ancestral group [70]. Genetic markers are used to determine cluster membership, which provides a summary of population structure. PCA may also be used to cluster individuals by genetic background [71].

Although these methods are useful for identifying population structure due to ancestry, they are not designed to account for recent familial relationships [72]. Therefore, genomic control is often applied with these methods to prevent the inflation of test statistics caused by cryptic relatedness [73]. A more recent alternative approach is to use a linear mixed model (LMM), which is very effective for controlling the false positive rate in GWAS of structured populations, including multigenerational pedigrees [68,74,75].

Modeling the covariance between phenotypes is important for GWAS, which usually assume an additive model of inheritance. In outbred populations, pairs of individuals covary randomly with respect to genetic background. If phenotypic variation is caused by the sum of multiple genetic factors with individually small effects, then the more alleles that individuals
share, the more similar they are likely to be. The key point is that covariance is higher for AILs since individuals are related to one another within and between families. Simple linear models do not account for this covariance and can lead to spurious associations when applied inappropriately. However, LMMs simultaneously account for the fixed effect of genotype at a locus and for latent effects that influence the phenotype at random, making it a very powerful approach for GWAS.

1.6 Overview

This chapter is intended to provide a framework for understanding the broad questions that motivated my research and the general approach applied to address them: how do genetic mutations produce phenotypic diversity? What are the genetic mechanisms that influence human behavior and disease? How can research in model organisms enhance our understanding of human biology?

In summary, I adopted methods from human and mouse genetics to study complex traits in an AIL derived from a cross of the LG/J (LG) and SM/J (SM) inbred strains. I used 1,063 male and female mice from generations 50-56 (G50-56) of the LG × SM AIL to map QTLs for 123 traits related to the development of human psychiatric and metabolic disorders such as drug abuse, schizophrenia, and obesity. For a subset of the mice, I used RNA sequencing to measure mRNA abundance (which I refer to as gene expression) in three brain regions and used these data to map expression QTLs (eQTLs). In Chapter 2, I will introduce the concept of an intermediate phenotype to explain how mice can be used to model aspects of human disorders. I will describe the genetic architecture of behavior and physiology in the LG × SM AIL and summarize QTL mapping results. In Chapter 3, I will show that integrating QTLs and eQTLs identified in the mouse is a useful way to learn about the genetic basis of complex traits. Here, I will present cis- and trans-eQTLs identified in hippocampus (HIP), prefrontal cortex (PFC), and striatum (STR) of approximately 200
mice. I will also discuss specific QTLs in greater detail, using information about eQTLs to identify promising candidate genes for further investigation. In Chapter 4, I will discuss some broad implications of this work for future studies of complex traits in humans and model organisms.
CHAPTER 2
MOUSE GWAS OF INTERMEDIATE PHENOTYPES FOR HUMAN PSYCHIATRIC AND METABOLIC DISEASE

2.1 Introduction

As outlined in Chapter 1, my intention in using an outbred mouse population was to circumvent some of the challenges that are frequently encountered in human GWAS. Previous work from the Palmer Lab established the LG × SM AIL as an effective tool for fine-mapping QTLs identified in F2 crosses. Equipped with methods adapted from human and plant genetics, this study is the first to demonstrate that AILs are a powerful mapping population in their own right.

This chapter describes how I used a mouse AIL to identify genetic factors related to psychiatric and metabolic disease. It is difficult, if not impossible, to recapitulate human disease in a model system. Model organisms are nonetheless useful tools for developing and testing specific hypotheses about mechanisms that affect disease [76–80]. In an attempt to identify genes and pathways with potential relevance to a broad spectrum of disorders, I focused my efforts on intermediate phenotypes.

2.1.1 What is an intermediate phenotype?

The concept of an intermediate phenotype is central to my work, but it has a complex etymology that warrants further discussion. The term intermediate phenotype has often been used interchangeably with terms such as endophenotype, biomarker, or sub-clinical trait, each of which can be interpreted differently among geneticists and clinicians [81]. Most definitions agree that an intermediate phenotype lies somewhere along the pathway connecting genetic variation to a phenotypic outcome. However, they make various assumptions about causality, heritability and genetic architecture that are not necessarily accurate, and this can
complicate the interpretation of GWAS [82]. I use the term *intermediate phenotype* to denote a mechanism-related manifestation of a broader, more complex trait, usually a disease [83]. This assumes that diseases can be meaningfully deconstructed into distinct phenotypic units, and implies that these units can provide insight about disease-related mechanisms.

Blood lipid levels, which have been studied for their relationship to coronary artery disease (CAD), provide a straightforward example of the intermediate phenotype approach and demonstrate how it can be used to develop hypotheses about the mechanisms that influence disease. This example allows me to clarify some important assumptions of the approach before discussing advantages and challenges of using intermediate phenotypes to study psychiatric traits. I then introduce the intermediate phenotypes measured in this study, which include blood glucose levels, behavioral responses to methamphetamine, locomotor activity, and others.

GWAS of lipid levels have been used to elucidate mechanisms that influence the development of CAD. In 2010, a meta-analysis of 46 GWAS for lipid traits replicated an association between HDL cholesterol levels and *GALNT2* [84]. The authors used a mouse model to confirm that *GALNT2* regulates HDL cholesterol levels in blood, leading to specific hypotheses about its role in the development of CAD and in mammalian metabolism more generally [84, 85]. The same meta-analysis replicated an association between LDL cholesterol and *SORT1* [84, 86], which had previously been identified in GWAS of CAD [87]. In a follow-up study, the authors demonstrated that the associated SNP disrupted a transcription factor binding site within a liver-specific enhancer, resulting in decreased expression of *SORT1* [88, 89]. Subsequent knockdown of *SORT1* in mouse liver implicated it as a regulator of hepatic cholesterol secretion, providing a mechanistic explanation for its association with CAD [88, 90].

The relationship between intermediate phenotype and disease is very clear in these examples: lipid accumulation in blood vessels promotes inflammation, which can lead to
atherosclerosis of the coronary arteries, a primary symptom of CAD. However, my definition does not assume that intermediate phenotypes are causal. This is a critical point for psychiatric genetics because the biological basis of mental illness is not well understood. Due to the difficulty of distinguishing cause from consequence in psychiatric disease, intermediate phenotypes are typically based on statistical correlation or clinical symptoms [91]. Thus, an important outcome of studying intermediate phenotypes will be to determine which ones are actually on the causal pathway to disease [82].

The use of intermediate phenotypes also has practical advantages. Since they are not diseases in themselves, they can often be measured systematically and quantitatively in healthy subjects or model organisms. I argue that for psychiatric genetics, traits that can be translated to and from model organisms provide the greatest advantage, as they offer a system in which hypotheses about the brain and behavior can be tested by manipulating genetic or environmental variables [58, 60, 77, 80, 92]. In the following sections, I will describe how the intermediate phenotypes measured in this study relate to human drug abuse, schizophrenia, and metabolic syndrome.

2.1.2 Intermediate phenotypes for human substance use disorders

The etiology of substance use disorders is multifactorial

Substance use disorders (addictions) are defined as a set of chronic, relapsing medical and psychiatric diseases characterized by persistent and compulsive drug use despite negative consequences [47]. The enormous medical and financial burden imposed by illicit drug use [93] underscores a need to understand what variables influence risk for drug abuse so that addiction can be prevented and treated.

However, isolating genetic factors that influence risk for drug abuse in humans is challenging for a variety of reasons. Most notably, substance use disorders are heterogeneous and progress in stages that include initial use, drug abuse, relapse, and withdrawal [94, 95].
Each stage is influenced by an unknown combination of genetic and environmental risk factors that interact in complex ways [94, 96]. Risk for drug exposure might depend on personality traits such as impulsivity or sensation seeking [97, 99], preexisting psychiatric disorders [100, 101], or social factors [94, 95, 98, 102], to name a few. Risk for progressing to drug abuse after initial use may depend on these factors as well as other variables, such as the subjective effects of the drug (the experience of reward or aversion) [103, 105] or external stressors [100, 101]. However, drug use does not always lead to abuse, and drug abuse does not necessarily result in addiction, suggesting that the risk factors influencing the early stages of drug use may differ from those important in later stages [96, 98, 103, 106]. Finally, the neurobiological changes (e.g. altered neurotransmission or synaptic plasticity) that occur after repeated drug use make it difficult to disentangle cause from consequence in the study of addiction [94, 96, 107, 108].

The subjective experience of reward in early stages of drug use as an intermediate phenotype for substance abuse disorders

Rodents and other model organisms are useful for studying the neurobiological, pharmacological, and behavioral effects of addictive drugs [77, 109]. In particular, a variety of rodent models are available for exploring intermediate phenotypes related to addiction, including drug reward, drug sensitivity, impulsivity, and others [110, 112]. I chose to study the acute subjective response to drug administration, which is an appealing intermediate phenotype for several reasons. The subjectively positive effects of drugs are thought to contribute to the early stages of drug abuse in humans [103, 113]. Humans and rodents display inter-individual variability in response to and preference for drugs of abuse [103, 114] and this variability is known to be heritable [115, 118]; moreover, the positive subjective response to drugs, or drug liking, is correlated with the development of drug abuse [103, 104, 109]. Accordingly, I and others have proposed that individuals who are genetically predisposed to respond positively
to drugs are more likely to continue using them, putting them at greater risk to develop addiction \[106,119\]. Thus, a broad goal of this approach was to identify genes that predispose an individual to like or dislike drugs of abuse so that future experiments might determine how such genes increase or decrease risk for drug abuse.

Another reason I chose to study drug liking is that it can be measured in both rodents and humans using the conditioned place preference (CPP) paradigm. In rodents, CPP is measured as the amount of time spent in an environment paired with a reward, usually a drug \[112,120,121\]. Drug and vehicle are alternately paired with separate environments over a conditioning period of several days. On the last day, the animal is allowed to explore both settings, and preference for the drug is measured as the amount of time spent in the drug-paired environment. CPP has been widely used to study drug-seeking behavior and reward in rodents \[112\] and has also been applied to zebrafish \[122,124\] and invertebrates \[125,126\]. Results from studies of CPP for methamphetamine \[114,127,129\], d-amphetamine \[130,131\], and alcohol \[128\] in healthy human subjects demonstrates that self-reported preference for a drug-paired room is correlated with the self-reported pleasant effects of psychostimulants \[127,128,130,131\], suggesting that CPP is a reasonable way to measure the hedonic properties of rewarding drugs. However, I note that the relationship between CPP and drug liking is ambiguous in model organisms because I rely on behavioral observation rather than self-report to infer their internal states. Therefore, other aspects of reward, including associative learning, craving, or drug aversion \[112,132\] should also be considered when interpreting CPP in animals.

Multiple studies of transgenic and inbred strains of mice have demonstrated a genetic basis for CPP \[133,145\]. However, little is known about its genetic architecture. Preliminary data from the Palmer Lab had demonstrated that LG \(\times\) SM AIL mice exhibit high variability in CPP for methamphetamine \[146\]. I had also identified multiple QTLs for the locomotor response to methamphetamine in G34 of the LG \(\times\) SM AIL \[75,147\], suggesting that the
population would be a useful tool for identifying genes related to multiple features of drug abuse.

Locomotor activity as an intermediate phenotype for sensitivity to psychostimulant drugs

Locomotor activity forms the foundation of several widely used behavioral paradigms for studying aspects of human psychiatric traits in rodents. Locomotion is relevant to psychostimulant addiction because psychostimulant drugs share the ability to potently increase synaptic levels of dopamine in the brain. In addition to modulating the experience of pleasure and reward, dopamine influences locomotor behavior and coordination, explaining why drugs like methamphetamine are associated with locomotor activation. The acute effects of psychostimulants are nearly identical in mice and humans due to the highly conserved brain structures and circuits that regulate dopamine release and reuptake. Nonetheless, individuals of both species exhibit high variability in response to psychostimulant drugs, and differences in drug sensitivity are thought to influence continued drug use. In mice, heightened locomotor sensitivity to acute methamphetamine is protective against future self-administration of the drug \([109, 119]\). When administered intermittently, some animals exhibit heightened locomotor sensitivity to psychostimulants (despite receiving an equal or lesser dose), an effect that may be observed after a single administration of the drug \([109, 148]\). This is known as locomotor sensitization, a phenomenon that has been proposed as a way to study reward sensitivity \([107, 148]\).

The standard equipment used to measure CPP can also measure locomotor behavior, enabling a comparison of baseline activity (following administration of vehicle, usually saline) to drug-induced activity in the same animal over the course of the experiment. A common unit of locomotor activity in mice is the total distance traveled within the testing environment over a period of time. In previous experiments, I used the open field testing environment to
measure the locomotor response to saline and methamphetamine in the LG x SM AIL and identified QTLs for both traits \[75,147\]. The open field testing chamber is very similar to that of CPP, except the latter is divided into two distinct sides separated by a divider that restricts the mouse to one side during conditioning \[146\]. On days when preference is measured, the mouse is permitted to explore both sides of the chamber through an open passage in the divider, and the number of side changes are measured as counts. Side changes made by drug-naïve mice in a novel environment may be used to model exploratory behavior, and measuring side changes after place conditioning with a rewarding drug has been proposed as a way to model drug-seeking \[149\]. However, interpretation of side changes as an intermediate phenotype for drug abuse requires caution, as its behavioral and neurological properties have not been studied as extensively as other forms of rodent activity. Furthermore, it is unclear whether or not they capture aspects of behavior that are independent from locomotor activity expressed as distance.

Sensorimotor gating as a readout of dysfunctional mesolimbic circuitry in schizophrenia and other psychiatric diseases

Sensorimotor gating is an information filtering mechanism that permits an organism to process and respond to environmental stimuli without being overwhelmed by irrelevant or redundant cues; this response is impaired in individuals with schizophrenia \[150,153\], obsessive-compulsive disorder \[154,155\], Huntingtons disease \[156\] and other psychiatric illnesses \[46,157,158\]. The neurobiological underpinnings of sensorimotor gating have been studied extensively in humans and animal models \[46,157,159\], and genes associated with psychiatric illness have been shown to affect sensorimotor gating in transgenic mice \[160,163\]. However, relatively few studies have mapped QTLs for sensorimotor gating in humans \[152,164\].

Sensorimotor gating can be measured by prepulse inhibition of the acoustic startle reflex (PPI) in vertebrate and invertebrate systems \[159,165\]. The startle reflex is elicited by an
intense stimulus, such as a loud tone, and refers to a fast-twitch of the skeletal muscle; this
directs attention to the environment so that the startled animal can respond to a potential
threat \[165\]. Although the startle reflex is automatic, it can be inhibited to some degree by
a preceding stimulus of lower intensity; this is called a prepulse \[166\]. In humans, PPI is
measured from the startle-blink reflex, whereas in rodents, muscle contractions are measured
from the whole body \[46,152,167,169\]. However, in both experiments, the startle reflex is
elicited by a loud tone, and a transducer is used to output a voltage proportional to the
magnitude of the animals response.

PPI may be related to aspects of inhibitory control, attention, working memory, and
other traits that are correlated with sensorimotor gating in humans \[170\] and animal models
\[159\]. Its specific relationship to psychiatric dysfunction nonetheless remains ambiguous; for
example, there is no normal level of PPI, it is sensitive to environmental variables, and unlike
the startle response itself, it does not appear to be an adaptive trait \[46\]. However, PPI
remains stable within individuals over time \[152,171\], it can be predictably manipulated by
administration of anti-psychotic drugs, which are used to treat schizophrenia \[152,172\], and
interestingly, it does not appear to be correlated with other automatic inhibitory mechanisms
\[46,173\]. Furthermore, it is not clear whether PPI deficits in schizophrenia are caused by
the same neurological mechanisms as those responsible for PPI deficits in other diseases \[46\].
For these reasons and others, Swerdlow et al. \[46\] have suggested that PPI might be more
accurately described as a readout of mesolimbic circuitry than as a psychiatric symptom.

The broad relevance of PPI to a range of psychiatric disorders make it an appealing
intermediate phenotype to explore in humans and animal models. Similarly, the startle
response varies among individuals and may be important for psychiatric disorders whose
symptoms include fear and anxiety \[165,174\]. The value of identifying genetic factors that
affect PPI and startle in mice is that it may elucidate how disruptions in neural circuits and
genetic pathways lead to dysfunctional behavior in psychiatric disease.
2.1.3 Modeling metabolic syndrome in the LG × SM AIL

Metabolic syndrome encompasses several related conditions that put individuals at increased risk for developing type 2 diabetes and CAD (e.g. obesity, dyslipidemia, high blood pressure, and insulin resistance) [175]. Mice have been useful for understanding the genetic contribution to metabolic syndrome in humans in spite of obvious physiological differences between the two species [175, 176].

The LG and SM strains were derived by independently selecting for high and low body weight [177], making them popular models for studying traits related to body size and growth. LG and SM are also useful for studying diabetes, lipid levels, and other metabolic phenotypes: SM mice are more susceptible to atherosclerosis, have higher cholesterol, triglyceride and basal glucose levels, gain more adipose weight in adulthood, and have stronger responses to a high fat diet [178]. Years before the Palmer Lab established its own LG × SM AIL using his G33 AIL mice as progenitors [75], Dr. James Cheverud had explored these phenotypes in the inbred strains and developed the AIL for the purpose of studying metabolism [175, 178, 179].

In addition to body weight [147], the Palmer Lab has mapped QTLs for hind limb muscle weight [180] and fiber composition [181] in the LG × SM AIL. Skeletal muscle is the most abundant tissue in the body, and low muscle strength is correlated with lower life expectancy and higher rates of obesity, non-alcoholic fatty liver disease, and CAD [182–184]. The muscle weights included in this study differ in size and fiber constitution; they include two dorsiflexors (tibialis anterior, TA; and extensor digitorum longus; EDL) and three plantar flexors (gastrocnemius, plantaris and soleus). Soleus is the only slow-twitch muscle and is comprised mainly of type 1 fibers; the rest are fast-twitch muscles comprised primarily of type 2 muscle fibers [183]. Different morphological and functional properties are associated with each fiber type [186], and I reasoned that muscles composed of different types might be regulated by distinct genetic mechanisms. A secondary goal was to replicate and refine muscle weight QTLs identified in G34 of the LG × SM AIL [180].
Because body weight, tail length, and fasting blood glucose levels are fast, simple and inexpensive to measure, the Palmer Lab has routinely studied these traits even though my primary interest is in behavior [62,147]. I made it a priority to establish collaborations with scientists interested in the genetic basis of metabolism, growth, and physiology so that the LG × SM AIL can be used to its full potential.

Mapping QTLs for these phenotypes they allowed me to survey multiple domains of behavior and metabolism that are broadly relevant to human biology and disease. The Palmer lab had the infrastructure and prior expertise required to measure CPP and PPI in large samples of mice. Importantly, the LG × SM AIL had previously been used to identify QTLs for locomotor activity in response to methamphetamine and saline [75], PPI, startle [167], muscle weight [180], body weight [147], and glucose traits [175], which provided me with an opportunity to replicate previous findings.

2.2 Methods

2.2.1 Animals

In 2006, the Palmer Lab established a LG × SM AIL colony using 140 G33 mice obtained from Dr. James Cheverud (Jmc: LG,SM-G33), who initiated the AIL at Washington University in St. Louis in the early 2000s [187]. Since 2009, pairwise kinship coefficients estimated from the AIL pedigree have been used to select the most unrelated breeder pairs for each new generation (additional details about animal breeding and care are provided in the Supplementary Methods). Approximately 100 breeder pairs were maintained in G49-55 to generate the mice for this study. One female and one male from each nuclear family were selected for phenotyping and housed with up to three other same-sex mice that were weaned on the same day. Up to three additional mice from each family were reserved as potential breeders.

I subjected 1,123 AIL mice (562 female, 561 male) (Aap:LG,SM-G50-56) to a four-week
battery of tests. Mice were tested over a period of two years (Figure 2.1). All procedures were approved by the Institutional Animal Care and Use Committee at the University of Chicago in accordance with NIH guidelines for the care and use of laboratory animals. I briefly describe each phenotype in the following sections to provide context for interpreting the results. A detailed description of how I measured each phenotype and prepared the data for QTL mapping is provided in the Supplementary Methods.

2.2.2 CPP and locomotor activity

CPP is measured as the amount of time spent in a drug-associated environment relative to a neutral environment over the course of 30 minutes. The full procedure takes eight days.
Initial preference is measured on day 1 (D1) after a saline injection. On D2-5, mice are trained to associate one environment with 1 mg/kg methamphetamine and the other with vehicle (0.9% saline). After two days of rest, CPP is measured on D8 after an injection of saline. CPP, locomotor activity (total distance traveled in cm) and side changes (number of times a mouse moves between chambers on D1 and D8) are measured automatically by a computer. I define locomotor sensitization to methamphetamine as the difference in activity between D4 and D2. I also used the difference between final and initial preference for the drug-paired environment as a second measure of CPP. All phenotypes were measured in five-minute bins for a total of 30 minutes.

2.2.3 PPI and startle

PPI is measured across multiple trials, which are consolidated into two blocks for each prepulse intensity (3, 6, and 12 dB above 70 dB background noise). I refer to these as PPI3, PPI6, and PPI12. There are also four blocks of startle-alone trials; the primary startle phenotype is the mean of the four blocks. Habituation to startle is defined as the difference between startle block 1 and block 4.

2.2.4 Fasting blood glucose levels

I measured blood glucose levels after a four-hour fast 4-14 days (mean=7.3 days, median=7) after PPI testing. Median age of mice at the time of testing was 75 days (mean=76.4, range=56-122). Mice were brought into the testing room between 09:00 and 09:30 and transferred to new cages that did not contain food. After four hours, I weighed each mouse and used a razor blade to make a small incision at the tip of the tail, which allowed me to obtain a small drop of blood that I analyzed with a glucometer. Glucose levels are expressed in mg/dL units. Once all of the mice in a cage were tested, I replenished their food and returned them to the colony.
2.2.5 Body weight

I measured body weight (g) before each behavioral test and at time of death. Six measurements were taken within the same week during CPP. After that, weight measurements were taken approximately one week apart until death. I also generated an average phenotype using body weight measurements taken approximately one week apart (i.e. measurements from D2-D5 of CPP were excluded from the average).

2.2.6 Muscle weight and bone length

I measured tail length (cm) at the time of death. I transferred frozen hind limb tissue to Dr. Arimantas Lionikas, who brought them to his laboratory at the University of Aberdeen for dissection. Five hind limb muscles, gastrocnemius, extensor digitorum longus (EDL), soleus, plantaris, and tibialis anterior (TA), were separated under a dissection microscope and weighed to 0.1 mg precision.

Tibia length was measured to 0.01 mm precision with a digital caliper. Mineral content of the tibia was measured with the Faxitron MX-20 scanner (Faxitron Bioptics LLC, AZ, USA) and quantified with ImageJ (V1.48p, National Institutes of Health, USA). Apparent bone mineral content was characterized by the median of the optical density of the bone image. A variable for tibia thickness was generated by combining thickness measurements with the central axis of the bone image. Both bone mineral content and thickness were measured in units of pixel intensity.

2.2.7 Genotyping by sequencing

I used GBS to obtain genotypes for 1,110 AIL mice. GBS is a reduced-representation genotyping method designed for the Illumina sequencing platform [188][189]. DNA libraries were prepared by digesting DNA with a restriction enzyme and annealing oligonucleotide adapters to the resulting overhangs.
I extracted DNA from spleen using a standard salting-out protocol and prepared GBS libraries with PstI, as previously described \cite{62,190}. I sequenced 24 uniquely indexed samples per lane of an Illumina HiSeq 2500 using single-end, 100 bp reads.

Twenty-four mice were selected for sequencing on the Giga Mouse Universal Genotyping Array (GigaMUGA), which contains over 140,000 SNPs that segregate in laboratory mice \cite{191}; however, only a subset of these markers were expected to be polymorphic between LG and SM. Obtaining GigaMUGA genotypes allowed me to validate GBS genotype calls and compare the performance of the two methods (details are provided in the Supplementary Methods 2.5).

### 2.2.8 DNA alignment

1,110 GBS libraries were aligned to the mm10 reference genome using BWA \cite{192}. The LG and SM genomes are fully sequenced \cite{193}; this enabled me to realign reads around known indels and recalibrate base quality scores with GATK \cite{194}. On average, 3.2 million reads were obtained per sample. I discarded 32 samples with less than one million reads aligned to the main chromosome contigs (1-19, X, Y) or with a primary alignment rate less than three standard deviations under the mean (\(<77\%\)).

### 2.2.9 Variant calling and imputation

I used ANGSD \cite{195} to obtain genotype likelihoods for 1,078 mice at 49,373 GBS SNPs. After identifying and correcting sample mix-ups, I discarded 15 samples whose identities could not be resolved (Supplementary Methods 2.5). I used Beagle \cite{196,197} to impute 4.4 million known SNPs in LG and SM \cite{193} into the AIL sample. I discarded uncommon variants (MAF<0.1), Hardy-Weinberg Equilibrium violations (\(p \leq 7.62 \times 10^{-6}\)), and SNPs with low imputation quality (dosage \(r^2 < 0.9\)) before pruning SNPs in high LD (\(r^2 < 0.95\)) (Supplementary Methods 2.5). 523,028 SNPs were retained for mapping.
2.2.10 QTL mapping model

I used GEMMA [198] to map QTLs with an LMM. Covariates for each trait are listed in Supplementary Table [2.2]. To avoid the loss of power that results when the SNP being tested is also included in the random, polygenic effect, I used a leave-one-chromosome-out LMM (LOCO-LMM) to test SNPs on each autosome. Unlike the standard LMM, the LOCO-LMM calculates a different polygenic effect for each chromosome. That is, the polygenic effect that does not include markers on a given chromosome is defined as the random effect in the model used to test SNPs on that chromosome.

2.2.11 Heritability estimates

I estimated the proportion of phenotypic variance explained by 523,028 GWAS SNPs (SNP heritability) using a restricted maximum likelihood algorithm in GEMMA [198, 199]. I ran another GWAS for each trait, this time dropping the fixed effect of dosage and including the full polygenic effect estimated from genotypes on the 19 autosomes. I then repeated the procedure using the top SNP at each QTL as a covariate and used the difference between the two values as an estimate of the effect size for the top SNP at each QTL.

2.2.12 Genome-wide significance

MultiTrans [200] and SLIDE [201] were used to determine a threshold for genome-wide significance. MultiTrans estimates the phenotypic covariance under an LMM and uses it to transform the genotype data such that the correlation among transformed genotypes is equivalent to the correlation among test statistics sampled from an multivariate normal distribution [200]. This obviates the need to generate null phenotypes and calculate their p-values. Instead, p-values are sampled directly from the multivariate normal distribution using SLIDE, which adjusts the threshold for LD between nearby markers. I specified a large sliding window of 5,000 SNPs to ensure that local LD was adequately accounted for.
in regions where SNP density is low in LG and SM. I drew 2.5 million samples to obtain a threshold of \( p = 8.06 \times 10^{-6} \) at a genome-wide significance level of 0.05. Because the data were quantile normalized, I was able to use the same threshold for all traits.

### 2.2.13 QTL intervals

I converted p-values to LOD scores and used a 1.5-LOD support interval to approximate a critical region around each QTL. Though simplistic, the LOD drop approach provides a quick, straightforward way to gauge mapping precision and systematically identify overlap between QTLs and other features. However, proximity to a QTL is neither necessary nor sufficient to determine whether a gene or SNP is functionally relevant; this is one reason for integrating QTLs with gene expression data in Chapter 3.

### 2.3 Results

In the following sections, I will summarize the genetic architecture and heritability of complex traits measured in the LG × SM AIL and show that a LOCO-LMM can improve power to detect QTLs in populations with complex relationships. I will also describe general results for each set of related traits while highlighting some advantages and disadvantages of genetic analysis in the LG × SM AIL. I will discuss candidate genes identified for a subset of traits alongside eQTL results in Chapter 3, which provide additional context for interpreting QTLs.

#### 2.3.1 Genetic architecture in the LG × SM AIL

SNP density and distribution

I used GBS to genotype 1,063 of the 1,123 mice that were phenotyped (60 were not successfully genotyped for technical reasons described in the Supplementary Methods [2.5]). GBS yielded 49,373 empirically derived autosomal SNPs (Figure 2.2a,b). In contrast, in the 24
AIL mice that were also genotyped on the GigaMUGA [191], only 24,934 markers were polymorphic in LG and SM (Supplementary Figure: 2.8), demonstrating that for this population, GBS is a more powerful and cost-efficient approach for genotyping.

MAF distribution

One unique property of an AIL is that all SNPs are expected to be common because the population is created by crossing two inbred strains. Consistent with this, Figure 2.2c shows that the MAF distribution consists primarily of common variants. Notably, we observed little to no relationship between MAF and QTL effect size in the LG × SM AIL (Figure 2.3). Of the 4.4 million SNPs imputed from LG and SM, only 2,798 had MAF < 0.1; these SNPs were flagged as genotyping errors and excluded from further analyses. Following imputation and LD pruning, I obtained a final set of 523,028 autosomal SNPs.

LD decay

I calculated the decay of LD because it is critical to mapping resolution. As shown in Figure 2.2d, there is an increase in the rate of LD decay relative to a previous mapping study in G34 [62, 75]. The mean width of QTLs mapped in G50-56 was 2.59 Mb (median=2.28 Mb, range=0.07-8.27). On average, each QTL contained 40.7 genes (median=24.5, range=0-254).

Heritability

To estimate heritability, I calculated the proportion of trait variance explained (pve) by the additive effects of 523,028 SNPs for each trait (Supplementary Table 2.2). In general, heritability estimates were larger for metabolic and physiological traits2.5 than for behavioral traits, which is consistent with findings in other rodent GWAS [53, 62, 63]. Mean heritability for physiological traits was 0.327 (se=0.043). Mean heritability for behaviors estimated to have a genetic component was 0.168 (se=0.038). Notably, there was no clear evidence of her-
Figure 2.2: Genetic architecture in the LG × SM AIL. (a) Genome-wide distribution of GWAS variants. Genome-wide distribution and density of 523,028 GWAS SNPs are plotted for each chromosome in 500 Kb windows. (b) SNP density on chromosome 1. A detailed view of SNPs on chromosome 1 shows the $\log_{10}$-scaled density of known SNPs in LG and SM from the reference panel (dark purple, top background), imputed and quality-filtered GWAS SNPs (medium violet, top middle), GBS SNPs before reference panel imputation (orange, top foreground), and GigaMUGA SNPs that were polymorphic in LG and SM (gold, bottom). At the x-axis, predicted IBD regions in LG and SM [193] are marked in navy. (c) MAF distribution of high-quality imputed variants. The majority of AIL alleles are common, as shown by the MAF distribution of 4.42 million variants imputed from LG and SM. (d) LD decay in G50-56 of the LG × SM AIL. Comparison of LD decay in G34 (gold) and G50-56 (orange) shows that 95% of G50-56 SNP pairs are spaced ~2.5 Mb apart have an $r^2 \leq 0.25$, compared to an $r^2 \approx 0.37$ in G34. (e) Manhattan plot of QTLs. The dashed line indicates a permutation-derived significance threshold of $p = 8.06 \times 10^{-6}$ corresponding to a genome-wide threshold of 0.05. For clarity, QTLs mapping to the same locus were only highlighted once.
Figure 2.3: MAF by QTL effect size in the LG × SM AIL. There is little to no relationship between MAF and QTL effect size (proportion of phenotypic variance explained by the top SNP at each QTL) in the AIL.

Itability for CPP, locomotor sensitization to methamphetamine, or habituation to acoustic startle (Supplementary Table 2.2).

2.3.2 Validation of the LOCO-LMM

I mapped QTLs using a leave-one-chromosome-out LMM (LOCO-LMM) to control for confounding due to proximal contamination and relatedness [67,69]. As a proof of principle, I mapped QTLs for albinism using a simple linear model, a standard LMM and a LOCO-LMM (Figure 2.6). Albino coat is an autosomal recessive trait caused by loss of function mutations in the albino locus (Tyr) on chromosome 7 [202] (Figure 2.6a); LG mice have the null allele and SM mice do not.

As expected, p-values from a genome-wide scan using a linear model, which does not account for relatedness, appeared highly inflated (Figure 2.6b). Inflation is reduced by fitting a standard LMM, which includes SNPs from chromosome 7 in both the fixed and random
Figure 2.4: Heritability of metabolic and physiological traits in the LG × SM AIL. Heritability is expressed as the percentage (rather than the proportion) of phenotypic variance explained by GWAS SNPs. Rounded values are displayed for each trait for comparison. Estimates for body weight from D2-D5 of CPP, which are similar to other body weight traits, are omitted for clarity.
Figure 2.5: **Heritability of behavioral traits in the LG × SM AIL.** Heritability is expressed as the percentage (rather than the proportion) of phenotypic variance explained by GWAS SNPs. Rounded values are displayed for each trait for comparison. Estimates for individual time bins on each day are omitted; only heritability for 0-30 min (total) is displayed for activity, CPP, and sensitization.
effects (Figure 2.6c). The LOCO-LMM, which excludes markers from the chromosome being tested in the random term, showed an intermediate level of inflation (Figure 2.6d). To determine how well each model controls the false positive rate under the null hypothesis, I repeated the analyses after excluding chromosome 7 SNPs from the fixed effect. Even in the absence of the causal locus, I observed substantial inflation under the linear model, which can only be explained by population structure (Figure 2.6e). The standard LMM appeared overly conservative, which is likely a result of proximal contamination (Figure 2.6f). In contrast, the LOCO-LMM showed no inflation, consistent with the absence of Tyr and linked markers in the fixed effect (Figure 2.6g). These results support the use of a LOCO-LMM.

2.3.3 Identifying potentially spurious QTLs

The significance threshold obtained after correcting for multiple hypothesis testing was \( p = 8.06 \times 10^{-6} \) (genome-wide significance threshold = 0.05); on average, this is the proportion of null SNPs in the data that are called significant. However, the true number of null SNPs is likely to vary across different traits, and some unknown proportion of significant QTLs could be false discoveries.

In Manhattan plots of human data, it is common to see the signal from one SNP appear much stronger than that of adjacent markers, but low LD makes it challenging to determine if these associations are false positives. However, the LD structure in the LG × SM AIL makes it unlikely for most SNPs to be independent from other SNPs nearby. QTL peaks in an AIL typically extend across multiple SNPs, and I rarely observed a QTL at a single SNP that was not supported by signals at nearby markers.

With this in mind, I visually inspected each peak for singleton SNPs and re-mapped suspicious QTLs using the full set of unpruned variants on the QTL chromosome. I considered p-values, allele frequencies, and proximity to adjacent, sub-threshold SNPs to determine whether a QTL was caused by imputation error.
Figure 2.6: Coat color GWAS validates the use of a LOCO-LMM. I used three methods to conduct a GWAS for albino coat, a Mendelian trait caused by the Tyr locus on mouse chromosome 7. A Manhattan plot of GWAS results for albinism using the LOCO-LMM is shown in (a). I repeated each scan after excluding SNPs on chromosome 7 to check for residual inflation of p-values. Quantile-quantile plots of expected vs. observed p-values from albino GWAS are shown for three different methods: (b) simple linear regression with no relatedness term; (c) a standard LMM that accounts for relatedness by including all GWAS SNPs in the GRM; (d) the LOCO-LMM whose GRM excludes SNPs located on the chromosome being tested, and (e) results from simple linear regression (f) the standard LMM, and (g) the LOCO-LMM after excluding chromosome 7.
I identified four QTLs in which the associated SNPs had unusual allele frequencies relative to non-significant SNPs nearby (D5 saline activity on chromosome 5, startle block 4 on chromosome 15, D8 side changes on chromosome 14, and tibia length on chromosome 19). Two other QTLs (glucose on chromosome 11 and gastrocnemius weight on chromosome 4) were ambiguous. For glucose and gastrocnemius, the top SNPs showed evidence of being errors, but unlike the others, they were surrounded by a wide span of elevated, but sub-threshold p-values. Although QTLs for both traits were mapped in previous generations of the LG × SM AIL \[175, 180\], I found no evidence for replication at these loci. However, I noted that two other muscle weights (for TA and plantaris) had sub-threshold QTLs at the gastrocnemius region on chromosome 4, and that they coincided with a set of strong QTLs for saline activity (Supplementary Table 2.3). I suggest interpreting these QTLs with caution (association statistics and QTL coordinates are provided in Supplementary Table 2.3).

I also determined that the top SNP within a set of startle QTLs on chromosome 17 was likely to be a genotyping error. Although the signals were very clear, using the most significant SNP to estimate the critical QTL region would have produced a 1.5-LOD interval that was overly narrow. Therefore, I calculated the critical region using another significant SNP in the region that was in high LD with its neighbors.

2.3.4 QTLs for behavior

Locomotor activity and methamphetamine reward

**Multiple convergent QTLs for locomotor activity.** I identified 28 activity QTLs on nine chromosomes, including 19 for saline activity (four of which were for side changes) and six for the locomotor response to methamphetamine (Figure 2.2e; Supplementary Table 2.3; Supplementary Figure 2.14). In nearly all cases, the SM allele was associated with increased activity, consistent with behavioral data from the inbred strains \[75, 146\]. The exceptions
were QTLs for locomotor sensitization to methamphetamine on chromosome 7, a QTL for D3 saline activity on chromosome 8, and QTLs for D8 activity on chromosome 12, where LG ancestry was associated with greater activity levels (Supplementary Table 2.3).

Activity is correlated on days when the testing environment and injection are the same (Supplementary Figure ??), but because behavior is a dynamic response to the environment, I found it useful to treat each day’s measurements as a different set of traits. For example, a mouse’s preference for an environment may change after associating it with a rewarding (or aversive) drug experience, and a drug-naïve mouse may have a different response to methamphetamine than a mouse that has already experienced its effects [148]. Multiple activity traits mapped to five loci on chromosomes 4, 7, 12 and 17 (Supplementary Table 2.3). QTLs associated with multiple correlated traits measured on the same day may be redundant; in other cases, overlap could be due to pleiotropy.

It is unclear whether or not activity measurements from different five-minute time bins measured on the same day capture the same underlying phenotype (the bins are arbitrarily defined; I could have just as easily mapped QTLs for 10 or 15 minute intervals). Consistent with a previous study demonstrating that QTLs for total activity are driven primarily by activity in one or two five-minute bins [203], I observed that the locomotor response tends to be stronger in the first half of each day’s test. One explanation for this is that exploratory locomotor activity in mice tends to be higher in a novel environment than in a familiar one [204, 205], and a decrease in activity over time may reflect habituation to the testing environment [146].

Still, activity QTLs associated with a single trait are less convincing than QTLs with multiple related traits that converge on an overlapping interval. Therefore, I visually inspected regional association plots for all traits that had at least one SNP with a p-value <0.0001 for evidence of trending QTLs that did not pass the threshold for genome-wide significance. I found evidence for non-significant associations with other, related activity traits.
at the same loci for all QTLs except one (Supplementary Figure 2.14). The singleton QTL was associated with saline activity (D5, 10-15 min) and mapped to a region on chromosome 8 that I had previously identified as being associated with saline activity in G34 of the LG × SM AIL [75]. As before, the top SNP was located in an intron of Csmd1, a gene that has been associated with schizophrenia [206, 207]. However, the QTL identified here was more subtle, possibly due to differences in study design and the test used to measure locomotor activity.

Low heritability for methamphetamine CPP and locomotor sensitization. I measured three main phenotypes related to CPP: initial preference for the left side of the testing chamber on D1, final preference on D8, and the difference between D8 and D1 preference (as for activity, CPP traits were measured in five-minute bins). In disagreement with a wealth of data from rodents that supports a genetic basis for CPP [133–145], heritability estimates in this study were uniformly low (pve<0.039, se<0.025), suggesting that the additive genetic component for CPP is negligible in the LG × SM AIL (Supplementary Table 2.2).

A prior study using a small sample of SM, LG, and G45-46 AIL mice also found CPP heritability to be low [146], although that study was underpowered. I conclude that in this AIL, this CPP protocol, in conjunction with 1 mg/kg methamphetamine has low or possibly no heritability. Indeed, when I accounted for covariates like sex and testing chamber, I saw very little preference for the drug-paired side on D8, suggesting that little positive (or negative) conditioning occurred. It is possible that CPP would have been more robust (and perhaps more heritable) if I had used a different dose. The use of 2 mg/kg methamphetamine did not result in higher heritability in G45-46 despite more robust CPP; however, Bryant et al. [146] did not account for the effect of testing chamber, which I observed to have a large effect on both CPP and locomotor activity. The robust CPP observed by Bryant et al. [146] could therefore be an artifact of uncontrolled environmental factors. It remains possible that methamphetamine reward may be heritable under conditions where it can be measured more
Heritability was also low for locomotor sensitization to methamphetamine. Nevertheless, I identified a QTL for two sensitization traits (10-15 and 15-20 minute intervals) on chromosome 7 (Supplementary Figure 2.14; Supplementary Table 2.3). A lack of signal for the other time points makes this QTL difficult to interpret, since I would expect sensitization to be associated with an overall difference in activity levels. However, sensitization is highly correlated with D4 activity (Supplementary Figure 2.11), and it is possible that the QTL is capturing some of the locomotor variation on D4.

Sensorimotor gating and the acoustic startle response

Evidence for a strong genetic component to startle. I identified 20 QTLs for five startle response traits on nine chromosomes (Figure 2.2; Supplementary Table 2.3). Most QTLs were associated with multiple startle traits, with the exception of QTLs for startle block 4 on chromosomes 2, 15, and 16. I consider block 4 to be the noisiest as it is less correlated with the rest of the startle traits (Supplementary Figure 2.12) and has the lowest heritability (pve = 0.261, sd = 0.043). Heritability for block 3 was similar (pve = 0.271, sd = 0.043), suggesting habituation to stimuli from previous blocks as a likely cause of diminished heritability later in the assay. Notably, the mean startle response had the highest heritability out of all the behaviors I measured (pve = 0.362, sd = 0.045; Supplementary Table 2.2).

Robustness of PPI varies with prepulse intensity. I identified one QTL for PPI12 on chromosome 6 and three QTLs for PPI6 and PPI12 that mapped to two separate regions on chromosome 8 (Figure 2.2; Supplementary Table 2.3). Interestingly, one of the PPI6 QTLs was located near Csmd1, which has been associated with schizophrenia in humans \[206,207\]. This was potentially interesting, since PPI is deficient in schizophrenia patients (as well as in other psychiatric disorders) \[46\]. As for startle, heritability was slightly higher for traits
measured in early blocks (Supplementary Table 2.2), implying habituation. PPI6 had the highest heritability (pve = 0.156, sd = 0.037) and PPI3 had the lowest heritability (pve = 0.056, sd = 0.028; Figure ??). I did not observe any QTLs for PPI3, suggesting that a 73 dB prepulse is not loud enough to inhibit the startle response in the LG x SM AIL. In support of this, I observed a trending QTL for PPI3 at the startle locus on chromosome 17 (Supplementary Figure 2.14).

Agreement with startle and PPI QTLs identified in G34. Previously, the Palmer Lab had established that LG startles more than SM (males only) and exhibits greater PPI (both sexes) [167]. In the current study, the LG allele was associated with a weaker response at half of the startle QTLs, but was consistently associated with increased PPI (Supplementary Table 2.3). Samocha et al. [167] used 472 LG x SM F2 and 135 G34 AIL mice to identify startle QTLs on chromosomes 7 and 17, PPI QTLs on chromosomes 11 and 12, and one QTL for habituation on chromosome 4. Only one QTL was replicated in this study (startle, chromosome 17). Given that Samocha et al. [167] had a much smaller sample size and used a different model to map QTLs, this may not be surprising. In this study, sex, weight, age and testing chamber were used as additive covariates for both PPI and startle (Supplementary Table 2.3), whereas Samocha et al. [167] mapped startle QTLs using a strain by sex interaction term and did not specify any covariates for PPI or habituation.

This study also differs in that I mapped QTLs for individual startle and PPI blocks, which provides information about how these behaviors change over time. I observed that QTLs for the mean startle response tended to co-localize with early startle blocks, although I did find QTLs exclusive to startle block 4 on chromosomes 2 and 16 (Supplementary Figure 2.14). Chromosome 17 was an exception; all startle traits (along with several for locomotor activity) mapped to the same region at approximately 28 Mb (Supplementary Table 2.3). Notably, habituation was not found to be heritable, implying that the QTL identified in G34 [167] could be a false positive. It is also possible that in the current study, QTLs
exclusive to startle block 4 are capturing some aspect of habituation, but this is difficult to determine from the current data. I note that on chromosome 17, block 4 is the only startle QTL where the SM allele was associated with an increased startle response (Supplementary Table 2.3). I observed the same pattern on chromosome 9, where a greater startle response in block 3, but not block 4, was associated with SM. In contrast, shared startle QTLs on chromosomes 7, 11, 12, and 18 exhibited the same effect of ancestry across traits.

A QTL on chromosome 17 is associated with many different behaviors

I observed a QTL on chromosome 17 at ∼27 Mb that was associated with both saline- and methamphetamine-induced locomotor activity. The same region was strongly associated with startle (Supplementary Table 2.3, and previous studies in G34 of the LG × SM AIL identified QTLs for anxiety, conditioned fear [208], and the startle response [167] in the same region. The chromosome 17 QTLs identified in G50-56 range from 1.14-2.84 Mb and contain several genes that appear important for brain function and behavior (details are provided in Chapter 3).

2.3.5 QTLs for metabolism and physiology

Fasting blood glucose levels

The single QTL for fasting blood glucose levels that I identified was on chromosome 11 at 68.06-76.34 Mb, an ∼8 Mb region encompassing over 250 genes (p = 7.38 × 10^-6; MAF=0.31; Supplementary Figure 2.14). I was somewhat surprised that I did not identify more glucose QTLs, since LG and SM exhibit striking differences in glucose metabolism [175, 209] and QTLs for glucose traits were identified in earlier generations of the LG × SM AIL [210]. Heritability for fasting blood glucose levels was 0.187 (sd = 0.039), but this does not account for epistasis, imprinting, or maternal effects, which have been shown to influence metabolic traits.
in this population [175, 210–213]. Furthermore, there is evidence that context-dependent genetic effects (e.g., alleles that only affect the phenotype of animals on a specific diet) also contribute to differences in LG × SM AIL metabolism [214].

Tibia and tail length

I identified QTLs for tibia length on chromosome 1 at 59.38-61.42 Mb \( (p = 7.38 \times 10^{-6}; \) MAF=0.32) and 83.76-87.27 Mb \( (p = 8.64 \times 10^{-12}; \) MAF=0.15). The two regions contained 21 and 53 genes each. On chromosome 2, I found overlap between another tibia QTL at 118.99-123.74 Mb \( (p = 5.25 \times 10^{-8}; \) MAF=0.35) and a QTL for tail length at Mb \( (p = 2.84 \times 10^{-7}; \) MAF=0.34); both QTLs contained over 100 genes. As expected, the LG allele was associated with increased length at all bone QTLs (Supplementary Table 2.3). I did not identify QTLs for tibia bone mineral content or thickness, which was consistent with their low heritabilities \( (pve<0.10) \) relative to the other muscle and bone phenotypes (Supplementary Table 2.2). Manhattan plots for each trait are presented in Supplementary Figure 2.14.

Body weight

I identified 46 QTLs for body weight measured at 10 time points (Supplementary Table 2.2), most of which converge at the same loci on chromosomes 2, 4, 5, 7, and 8 (Figure 2.2; Supplementary Table 2.3). Heritability for body weight ranged from 0.373-0.434 (sd=0.043-0.044). If I assume that most overlapping QTLs are capturing the same effect, then I effectively identified eight body weight QTLs.

Four QTLs on chromosomes 2, 4, and 7 were associated with at least eight body weight measurements (chromosome 4 contained two body weight loci). QTLs on chromosomes 5 and 8 were associated with four traits each, and the remaining QTLs on chromosome 1 and 10 were singleton associations. All QTLs with less than 10 body weight associations were
supported by at least one sub-threshold body weight QTL (Supplementary Figure 2.14). The chromosome 1 QTL for weight on CPP D4 also overlapped with a QTL for tibia length (Supplementary Table 2.3), implying that the association with body weight might be driven by a factor regulating bone growth (or muscle mass, which is related to bone size) as opposed to adiposity or organ weight.

Muscle and bone

I identified 21 QTLs for muscle weight on 10 chromosomes despite a smaller sample size (N=878-883) (Figure 2.2e; Supplementary Table 2.3). Heritability for muscle weight ranged from 0.202 for soleus to 0.429 for EDL (Supplementary Table 2.2). Each muscle had at least five QTLs, except for soleus, which had none. If overlapping muscle QTLs are related to the same underlying factor, then I effectively identified 16 associations with muscle weight.

LG and SM exhibit a twofold difference in soleus muscle size [180] that is largely due to differences in the cross-sectional area of soleus muscle fibers [215]. Soleus is a slow-twitch muscle whose fiber composition is distinct from the other four; EDL, TA, gastrocnemius, and plantaris are fast-twitch muscles [185, 186]. If muscles composed of different fiber types are regulated by distinct genetic mechanisms, it is possible that they also have distinct genetic architectures (addressing this hypothesis was one motivation for mapping muscle QTLs). Given that I identified QTLs for soleus weight [180] and muscle fiber composition [181] in LG × SM G34, it was somewhat surprising that I failed to find any here. I did observe trending, non-significant QTLs for soleus on chromosomes 12 and 15; the former was located near QTLs for TA and plantaris, and the latter overlapped another non-significant QTL for EDL (Supplementary Figure 2.14). I suggest that a meta-analysis of G34 and G50-56 data could be used to resolve the genetic architecture of different muscle weights in more detail.
Overlap with muscle and body weight QTLs identified in G34

QTLs for body weight, muscle weight, and muscle fiber properties were previously identified using F2 and G34 mice. Despite differences in sample size, genotyping density, and the models used for mapping, many of the QTLs identified in G50-56 converged on the same loci. In some cases, recombination appears to have facilitated LD decay within the larger regions identified in G34, allowing multiple, adjacent QTLs to emerge in G50-56.

Parker et al. [147] identified 11 body weight QTLs in a population of F2 and G34 mice that were weighed at approximately 62 days of age [147] (this corresponds to weight on CPP D8 in this study; details are provided in the Supplementary Methods 2.5). I identified QTLs on many of the same chromosomes as Parker et al. [147], but most mapped to different intervals. The exception was a region on chromosome 7 that was associated with all 10 body weight measurements. In G34, the QTL was located at 107.65-113.46 Mb [147]; in G50-56, the ten overlapping QTLs ranged from 105.67-110.81 Mb. Lionikas et al. [180] also identified five muscle weight QTLs at 110.87-114.93 Mb, which overlaps the G34 body weight QTL but stops just short of the G50-56 region. I speculate that additional recombination in G50-56 precipitated LD decay within the chromosome 7 region identified by Parker et al. [147], allowing me to distinguish between the two adjacent loci. The identification of G50-56 QTLs for TA, plantaris and gastrocnemius weight located adjacent to the body weight peak supports this hypothesis (Supplementary Table 2.3). I note that there is still some overlap between the muscle and body weight QTLs in G50-56, but this is expected, since muscle mass contributes to body mass. The size and shape of the body weight QTLs suggest that additional variants regulating body size are located upstream of muscle loci and that their effects may be less visible in muscle than in other tissues.

A G50-56 QTL for body weight at death on chromosome 4 (57.76-65.35 Mb) overlapped an association with the percentage of type 1 fibers in G34 soleus muscle at 57.70-62.70 Mb (variation in muscle fiber size accounts for a large portion of the difference in muscle mass
between LG and SM) [181]. Nine other body weight traits also mapped to the region, but their intervals were considerably narrower, ranging from 62.1-66.4 Mb (Supplementary Table 2.3). A closer inspection of the QTLs suggested that the larger region associated with weight at death actually contains two QTLs, one of which was under the threshold for significance. I remapped QTLs by alternately conditioning on the top SNP in each apparent peak to determine if the signals were independent; however, I found no evidence that this was the case. The large QTL for weight at death had the weakest signal ($p = 1.62 \times 10^{-6}$), which might explain why its 1.5-LOD drop interval captured the sub-threshold signal at 57-60 Mb. I think it is likely that there are multiple loci within the region that affect body weight, perhaps through different mechanisms. For example, the distal QTL may be related to muscle weight, since G50-56 QTLs for EDL, TA, and plantaris mapped to different intervals between 63.87-69.90 Mb (Supplementary Table 2.3).

A locus on chromosome 11 (28.0-31.5 Mb) associated with type 1 and type 2A fiber area in G34 soleus [181] overlapped a G50-56 QTL for EDL weight at 29.79-33.05 Mb. EDL is a small fast-twitch muscle comprised mostly of type 2 fibers, whereas fibers in soleus, a slow-twitch muscle, are primarily of type 1 [185]. Overlap of the two QTLs could imply that the G50-56 EDL locus specifically affects muscle fibers. Interestingly, a nearby region (28.34-29.57 Mb) was associated with various other muscle weights, not including EDL, in a separate study of G34 mice [180], suggesting that multiple genes on chromosome 11 may be involved in muscle regulation. Even so, all of the muscle QTLs agree that the LG allele confers an increase in muscle mass.

Finally, a G50-56 body weight QTL at 80.80-85.10 Mb on chromosome 8 was identified as a muscle weight QTL in G34 [180]. The associated traits were TA, EDL, gastrocnemius, and the first principal component of muscle weight, which mapped between 83.37-85.45 Mb [180]. Unexpectedly, the body weight locus was slightly larger in G50-56, which could suggest the presence of multiple causal factors within the region. Another G50-56 body weight QTL on
chromosome 5 (67.07-67.69 Mb) was found 1 Mb upstream of a large G34 QTL for EDL weight (68.78-82.13 Mb) [180].

The overlap of body weight and muscle QTLs may imply that the QTLs for body weight are caused by variation in muscle mass, or simply that the loci affect multiple tissues in a similar direction. I think it is likely that the traits are affected by multiple different genes within each region; however, more data is needed to elucidate the underlying mechanisms. Differences in marker density, mapping resolution, sample size, and QTL models might explain why some G34 QTLs did not replicate in G50-56. A meta-analysis of the current data along with densely genotyped G34 mice could help to disentangle the genetic architecture of body and muscle weight.

2.3.6 Discussion

I identified 52 QTLs for behavioral traits and 74 QTLs for metabolic and physiological traits in G50-56 of the LG × SM AIL, most of which were novel associations. I demonstrated that there is little to no relationship between MAF and QTL effect size is weak in the AIL, which is not the case for humans (this is likely due to differences in population history, genetic background, and environmental variables; I discuss this at length in Chapter 4). I showed that a LOCO-LMM is the optimal approach for controlling for confounding due to relatedness, which is an important concern for GWAS in samples of individuals that are related to each other in complex ways.

I also replicated several associations that were identified in combined analyses of F2 and G34 AIL mice, including QTLs for activity, startle, body weight, and muscle weight. I found considerable overlap between body and muscle weight QTLs identified in G50-56 and QTLs for the same traits that were identified in G34. In some cases, G34 body weight QTLs overlapped G50-56 muscle QTLs (but not G50-56 body weight QTLs), which was somewhat unexpected. This could suggest that certain body weight QTLs identified in the AIL are
driven by differences in muscle mass. More generally, it demonstrates that fine-mapping QTLs for distinct, but related traits in multiple AIL generations is a useful way to begin disentangling multiple effects within larger QTLs. I would be interested to map QTLs for muscle weight, organ weight and fat mass in future generations of the AIL; this data could be used to identify general and tissue-specific factors that influence body weight.

The biggest surprise to come out of this study was the observation of low heritability for CPP, which was a primary focus of this study. Although this was somewhat disappointing, I knew at the onset that GWAS of CPP could be risky. Because CPP could be influenced by genetic variants that influence learning, spatial cognition, memory, incentive salience, or other aspects of behavior that are distinct from reward, I had assumed that the risk would be in not knowing how to interpret CPP QTLs. As it turned out, there were no CPP QTLs to interpret. How could this be? There are a number of studies in knockout and transgenic animals that imply a genetic basis for CPP, and furthermore, AIL mice had exhibited high phenotypic variability in preference for methamphetamine. A likely explanation is that there is not enough genetic variation in the LG × SM AIL to produce CPP, and the differences we observed are due to environmental factors. It is also possible that I may have detected CPP QTLs if I had used a different drug, dose, or a longer conditioning period. However, I would suggest a different approach for future studies that aim to identify genetic factors important for reward. Instead of adjusting the CPP procedure or using different mouse strains, I would recommend using the rat to study phenotypes related to drug self-administration, which provides a more direct way to measure variation in reward \[112\] (it is also easier to measure in rats than in mice for a variety of reasons \[52\]). At the time this study was developed, large GWAS were impractical in rats, but this is no longer the case. As the rat genetic toolkit continues to expand, I expect that GWAS in rats will be very useful for exploring the genetic basis of complex behaviors such as drug reward.

Discussion of QTL results will continue in Chapter 3, where I will describe how I used
functional annotations, eQTLs identified in three brain regions, and differentially expressed genes in LG and SM muscle to interpret QTL results and identify promising candidate genes.

2.4 Contributions

Dr. Abraham A. Palmer designed the experiment and provided financial support for this project (R01 DA021336). Additional funding came from F31 DA03635803 and T32 GM007197. I wrote my dissertation in the first-person perspective, but this work was a team effort. Dr. Clarissa C. Parker, Dr. Margaret G. Distler, and Michael A. Guido provided me with training in mouse husbandry and behavior. I performed all mouse behavioral, glucose and body weight phenotyping at the University of Chicago Animal Research and Care Facility, except on a few instances when Celine St. Pierre or Emily Leung assisted with PPI, or when Matthew Cheung assisted with glucose testing. Celine, Emily, Matthew, Yeonhee (Jenny) Park, Emmanuel Aryee and I dissected tissue. Celine and Emily extracted DNA and prepared samples for GBS, which were sequenced in Dr. Yoav Gilad’s lab in the Department of Human Genetics at the University of Chicago. Dr. Arimantas Lionikas measured muscle and tibia traits in his laboratory at the University of Aberdeen. Dr. Shyam Gopalakrishnan initiated the analysis of GBS data and provided Natalia the computational training required to finish it. The Center for Research Informatics at the University Chicago computational resources to process the data; Mike Jarsulic oversaw the computational cluster and assisted with technical issues. Dr. Mark Abney advised me on pedigree error checking and permutation. I processed mouse phenotypes, analyzed GBS data, and mapped QTLs.
2.5 Supplementary Materials

2.5.1 Supplementary Methods

Phenotypes

I processed phenotypes for 1,063 mice (530 female, 533 male) that had high-quality GBS data. Factor covariates (sex, batch, generation, coat color, and testing chamber) were represented as indicator variables. Sex was included as a covariate in all trait models. Other covariates were selected in three stages: (1) I used the adjusted $r$-squared statistic from a univariate linear regression model to estimate the proportion of phenotypic variance explained by each variable separately. (2) Variables that explained 1% or more of the trait variance were used in the model selection R package, leaps, to identify an optimal set of predictors for each trait. (3) I then reviewed each list of selected covariates and made revisions if necessary (details below). Residuals from the final trait models were plotted to identify outliers. An individual was considered an outlier if its residual value was more than three standard deviations from the mean and fell outside the 99% confidence interval of the normal distribution. Traits were quantile normalized after removing outliers. The final sample size for each trait is shown in Supplementary Table 2.2 along with a list of covariates used for QTL mapping.

Conditioned place preference and locomotor activity

*CPP paradigm and testing environment.* CPP is an associative learning paradigm that measures the motivational properties of a drug and the ability to associate its effects with a particular environment. Mice learn to distinguish between two environments that are paired with either administration of a drug or administration of saline. After repeated pairings, mice are given a choice between the two environments. An increased amount of time spent in the drug-paired environment indicates drug reward and is interpreted as ‘preference’ for
I created two visually and tactiley distinct environments by dividing a transparent acrylic testing chamber (37.5 × 37.5 × 30 cm; AccuScan Instruments, Columbus, OH, USA) into equally sized arenas using an opaque divider with a passage (5 × 5 cm) in the bottom center. The other three walls of each partition are distinguished by visual cues (stripes on the walls) and tactile cues (floor textures). The chamber is placed inside a frame that transmits an evenly spaced grid of infrared photo beams through the chamber walls. Beam breaks used to monitor the mouse’s activity and location are converted to time and distance units by the AccuScan VersaMax Software. Each testing chamber is encased within a sound attenuating PVC/lexan environmental chamber. Overhead lighting provides low illumination (∼80 lux), and a fan provides both ventilation and masking of background noise.

I reversed the divider during conditioning trials to restrict the mouse to one arena within the testing chamber. 1 mg/kg methamphetamine was always paired with the left arena (white horizontal stripes, smooth floor) and physiological saline was always paired with the right arena (black vertical stripes, textured floor). I had previously established that mice did not prefer one arena over the other. The 1 mg/kg dose of methamphetamine was intended to generate preference and locomotor stimulation without inducing stereotyped behaviors.

**Measurement of CPP and locomotor activity.** CPP and locomotor activity was measured simultaneously between the hours of 08:30 to 17:30. Up to a dozen mice were tested simultaneously in 12 separate CPP chambers. Median age at the start of CPP was 54 days (mean=55.09, range=35-101). On each day of the assay, mice were placed on a portable shelf and were transported from the colony to an adjacent testing room. Mice were given 30-45 minutes to acclimate to the room before being removed from their home cages. Before each 30 minute test, mice were weighed and momentarily separated into clean holding cages. After injection and placement into test chambers, mice were free to travel between arenas
on days 1 and 8 after receiving an intraperitoneal injection of physiological saline. On days 2-5 (conditioning trials) mice were intraperitoneally administered either methamphetamine (1 mg/kg, days 2 and 4) or vehicle (saline, days 3 and 5) in a volume of 0.01 ml/g body weight. I also measured locomotor activity (total distance traveled in cm) on each day and recorded the number of times the mouse switched between sides of the chamber on days 1 and 8. After each 30 min testing session, I returned mice to their home cages. Test chambers were cleaned with 10% isopropanol between runs. Home cages were returned to the colony at the end of each experiment.

Analysis of CPP and locomotor activity  I define CPP as the increase in time spent in the methamphetamine-paired arena on day 8 compared to day 1. To account for the possibility of initial preference for one arena, I also considered preference on the final test day (without regard to preference on day 1) as a second outcome measure for CPP. I refer to locomotor activity on day 1 as the locomotor response to a novel environment. I also interpret side changes on day 1 as a response to novelty. The locomotor response to saline is measured on days 3 and 5. I also measure activity on day 8, but the environment is different because the mouse has access to the entire CPP chamber. Side changes measured on days 1 and 8 provide additional measures of locomotor activity in response to novelty and saline, respectively. The locomotor response to 1 mg/kg methamphetamine is measured on days 2 and 4. I also calculated the increase in methamphetamine-induced activity on day 4 relative to day 2 as a crude measure of locomotor sensitization. Locomotor sensitization is an increase in the magnitude of drug-induced activity after repeated administration of the same (or sub-threshold) dose of the drug.

All CPP and related phenotypes were measured in 5-minute bins over the course of 30 minutes. I summed measurements across bins to obtain a value for total time in seconds, distance in cm or number of side changes. Therefore, I have seven individual measurements for each CPP and locomotor phenotype. Binned measurements are highly correlated; there-
fore, I used the same set of covariates for all binned phenotypes within a given day and phenotype class.

Occasional software malfunctions that occurred at the time of testing (in which the Accuscan software was unable to record movement in certain chambers for 6.9-13.8 seconds during the test) were automatically detected and included in the output for each 5-minute time interval in which the error occurred. Data for these specific intervals and total activity on the affected day were marked as missing in 61 mice. All data were quantile normalized prior to QTL mapping.

**Prepulse inhibition of the acoustic startle response (PPI)**

*PPI paradigm and testing environment*  When a mouse is startled by a loud noise, its facial and skeletal muscles contract rapidly. PPI is the reduction of the acoustic startle response when the startle stimulus is preceded by a low decibel tone and is considered to be an intermediate phenotype for schizophrenia. To measure PPI, each mouse is placed inside a 5 cm Plexiglas cylinder within a lit and ventilated testing chamber (San Diego Instruments, San Diego, CA, USA). The mouse’s movements are detected by a piezoelectric sensor. Once inside the chamber, mice have 5 minutes to acclimate to 70 dB white noise, which remains in the background for the duration of the 18 minute test. After acclimation, mice are repeatedly exposed to acoustic startle stimuli (120 dB pulse; 40 ms) which is sometimes preceded by a 20 msec prepulse (3-12 dB above background noise) at variable intervals.

The acclimation period is followed by 62 trials that are a mixture of the following five types: a pulse alone trial, which consists of a 40-millisecond 120 dB burst (startle stimulus), a no stimulus trial where no stimulus is presented, and three prepulse trials containing a 20 millisecond prepulse that is either 3, 6 or 12 dB above the 70 dB background noise level followed 100 milliseconds later by a 40 millisecond 120 dB pulse. Trials are split into four
consecutive blocks. Blocks 1 and 4 each contain 6 pulse-alone trials. Blocks 2 and 3 are a mixture of 25 trials (6 pulse-alone, 4 no stimulus and 15 prepulse trials). The variable inter-trial interval is 920 seconds (mean=15 seconds) throughout all 62 trials.

**Measurement of PPI and startle** I measured PPI 4-9 days after the last day of CPP (mean=7.13 days; median=7 days). Median age of mice at the time of testing was 68 days (mean=69.2, range=49-115). The PPI system was calibrated at the start of each testing day according to the manufacturers instructions. Mice were transferred to the testing room one cage at a time, weighed, and then placed into the testing chamber. Mice were returned to their home cage after testing. PPI cylinders were cleaned between sessions. After returning mice to the colony, the procedure was repeated for consecutive cages.

**Analysis of PPI and startle** The startle response is calculated as the mean startle response across the startle alone trials. I also mapped QTLs for startle amplitude in blocks 1-4 separately.

I define PPI as the normalized difference between two values: the mean startle response during pulse-alone trials and the mean startle response during prepulse trials. The first value is the raw startle phenotype. The second value was calculated for each level of prepulse intensity (73, 76 and 82 dB) and divided by the raw startle value to obtain a proportion, which I transformed with the logit function. To avoid extreme values caused by logit transformation of negative PPI values, I projected the transformed data onto an interval between 0.01 and 0.99, as described in Parker et al. [62]. Startle, which is positive, was transformed with the log10 function. I also measured habituation to startle, which is the difference between the mean startle response during the first and last block of pulse-alone trials.

After transformation, I examined the distribution of startle responses during the no-stimulus trials to check for technical errors. I identified 44 mice that seemed to startle in the absence of a pulse (Supplementary Figure 2.7), which I interpreted as a technical effect.
since all 44 mice were tested in PPI box 3. I retained these mice in the analysis and included box 3 as a covariate for all PPI and startle phenotypes. I identified a group of mice with unusually low startle responses (Supplementary Figure 2.7). It is likely that these individuals are hearing-impaired because their startle responses overlapped the trait distribution for the no-stimulus trials (excluding the 44 mice from box 3). PPI-related phenotypes for 13 mice with a mean startle response of 1.1 units or lower were marked as missing. Data were quantile normalized prior to mapping QTLs.

**Fasting blood glucose levels** I measured blood glucose levels after a 4 hour fast 4-14 days (mean=7.3 days, median=7) after PPI testing. Median age of mice at the time of testing was 75 days (mean=76.4, range=56-122). Mice were brought into the testing room between 09:00 and 09:30 and transferred to new cages that did not contain food. After 4 hours I weighed each mouse and used a razor blade to make a small incision at the tip of the tail, which allowed me to obtain a small drop of blood that I analyzed with glucose strips (Bayer Contour TS Blood Glucose Test Strips) and a glucometer (Bayer Contour TS Blood Glucose Monitoring System). Glucose levels are expressed in mg/dL units. Once all of the mice in a cage were tested, I gave them food and returned them to the colony. Glucose measurements were quantile normalized before mapping QTLs. Covariates are shown in Supplementary Table 2.2.

**Coat color** The LG × SM AIL segregates three coat color phenotypes. LG has a white (albino) coat. The SM strain is fully inbred except at the agouti locus, where attempts to maintain a homozygous state have been unsuccessful; thus, LG × SM AIL mice can be either albino, black or agouti [216]. I transformed coat color into three indicator variables and treated them as quantitative traits in GEMMA. I found this approach acceptable for testing this method because the genetic basis of coat color is well-known and because I did not expect to identify novel QTLs. Although GEMMA’s LMM was intended for quantitative
analysis, its robustness to model misspecification makes it acceptable for mapping factors expressed as binary case-control variables [37].

**Tissue collection**  I collected tissues for DNA and RNA extraction and further phenotyping by collaborators 4-15 days (mean=7.46, median=7) after measuring glucose. Median age at sacrifice was 83 days (mean=84.4, range=64-129). Mice were removed from the colony immediately prior to dissection, weighed and sacrificed using cervical dislocation followed by rapid decapitation. Tail length (cm from base to tip of the tail) was also measured at this time. The left hind limb of each mouse was cut off just below the pelvis, placed in a tube and stored on dry ice. Spleens and tails were stored in a 1.5 mL solution of 0.9% saline for DNA extraction and placed on dry ice immediately after dissection.

HIP, STR and PFC were dissected from intact brains for RNA sequencing and gene expression analysis. I chose these tissues because they can be isolated from whole brain in a consistent and straightforward manner, and because they have been repeatedly linked to drug abuse, learning, and motor phenotypes [217][218]. Intact brains were extracted and submerged in chilled RNALater (Ambion) for one minute before dissecting each tissue. Individual tissues were stored separately in 0.5 mL tubes of RNALater, which were placed on ice immediately after dissection. All brain tissue in this study was dissected by the same experimenter and subsequently stored at -80°C.

A concern when measuring gene expression is that the events immediately before sacrifice might alter gene expression. To alleviate this problem, I only collected brain tissue from the first mouse taken from each cage, which I selected in advance (to avoid sampling brain regions from mice that were easier to catch). I avoided choosing full siblings so that I would have better power to detect eQTL, but otherwise mice were selected randomly. Sampling only one mouse per cage also reduces the amount of time between the mouse’s removal from the colony (resting state) and storage of the tissue in RNALater to under 5 minutes.
**Hind limb muscle and bone** I transferred frozen hind limb tissue to Dr. Arimantas Lionikas, who brought them to his laboratory at the University of Aberdeen for dissection. Each limb was kept frozen until the day of dissection. Muscles were separated under a dissection microscope and weighed to 0.1 mg precision on a balance (Pioneer, Ohaus). The soft tissue was then removed from the tibia and measured to 0.01 mm precision with a digital caliper (Z22855, OWIM GmbH & Co). Mineral content of the tibia was measured with the Faxitron MX-20 scanner (Faxitron Bioptics LLC, AZ, USA) using methods adapted from Nicod et al., 2016. Three types of materials; 0.8 mm of aluminium, 1.0 mm of polystyrene and 0.8 mm of steel, were scanned together with the bones for calibration. ImageJ (V1.48p, National Institutes of Health, USA) was used to quantify the apparent bone mineral content, which was characterized by the median of the optical density of bone image which was measured in pixel intensity. I also generated a variable for bone thickness by combining thickness measurements with the central axis of the bone image, the measurement unit for this variables was also pixel intensity.

Phenotyped muscles include two dorsiflexors, TA and EDL, and three plantar flexors, gastrocnemius, plantaris and soleus. Muscles were selected because they differ in size and constitution of fiber types. Of the fast-twitch muscles, TA and gastroc are largest and express the entire range of type 2 fibers and some type 1 fibers. EDL and plantaris are smaller fast-twitch muscles comprised mainly of type 2B, 2X and 2A fibers. Soleus, a slow-twitch muscle, is comprised mostly type 1, 2A and 2X fibers [185]. Different morphological and functional properties are associated with each fiber type [186], and I reasoned that muscles composed of different types might be regulated by distinct genetic mechanisms. Tibia length is indicative of skeleton size of the skeleton, whereas mineral content and thickness of bone are predictors of bone strength.

Elongation of bones is associated with longer, larger muscles. Therefore, in order to isolate muscle-specific QTLs as opposed to QTLs that regulate growth across multiple tissues
I included tibia length as a covariate in muscle mass GWAS. Skeletal muscle is abundant tissue contributing substantially to body weight in mammals. To avoid circular correction which would reduce power to detect muscle weight QTLs I did not use body weight as a covariate for muscle traits. All muscle weights and bone measurements were quantile normalized before QTL mapping. A final list of covariates used for leg muscle and tibia phenotypes is provided in Supplementary Table 2.2.

Genotype quality control

Identification and correction of sample mix-ups Mislabling and sample mix-ups are common in large genetic studies and can reduce power to detect QTLs. I was concerned about the possibility of samples being mistakenly swapped or mislabeled. Therefore, I called variants in two stages. First-pass variant calls were used to identify and resolve sample mix-ups. In stage two, after correcting or omitting errors in the data, I repeated variant calling from scratch.

I compared relationships estimated from genetic data against kinship estimated from the AIL pedigree to identify and resolve mixed-up samples. Sample information for apparent mix-ups was checked against breeding records, mouse cage cards, and other experiment logs to identify the source of each error. I examined the number of reads mapping to the sex chromosomes, verified homozygous LG genotypes at the Tyr locus for albino mice, cross-checked genotypes with RNA sequencing data and compared genotypes called from replicate GBS samples sequenced on separate dates. I also measured genotype concordance for 24 individuals regenotyped on the Giga Mouse Universal Genotyping Array (GigaMUGA) [191].

Sex swaps I counted the number of reads that mapped to the X and Y chromosomes to validate the sex of each mouse. LG, SM, F1 and GigaMUGA samples were used as benchmarks. For true females, I consistently observed that the number of X chromosome
reads was an order of magnitude greater than the number of Y chromosome reads. A
difference greater than one order of magnitude was never observed for true males that had
more reads on the X chromosome than the Y. Nineteen samples with an X:Y read ratio that
violated this heuristic were flagged as potential errors before proceeding to call variants.

**Genetic relatedness** Most mice in the sample have an opposite-sex sibling, which allowed
me to identify errors by comparing pedigree kinship to the realized relationships estimated
from genetic data. To estimate the genetic relatedness matrix (**GRM**), I called variants
using ANGSD as described for the final genotypes, except I required that only 15% of the
samples have reads in order for a call to be made. I removed first-pass variants with MAF
\( \leq 0.01 \) before using Beagle v.4.1 to fill in missing genotypes at 106,180 loci [196]. I did not
input a reference panel at this stage; instead, I inferred missing data from LD within the
sample. This ensured that all mice had a genotype at each empirically typed GBS locus while
avoiding perpetuating widespread errors by imputing from a reference panel or pedigree.

Approximately 37,000 Beagle variants with a dosage r2 value (**DR2**, a measure of im-
putation quality) above 0.7 and MAF above 0.1 were used to calculate realized kinship
coefficients with IBDLD [219,220]. Pedigree kinship was calculated using a custom R script
([https://github.com/pcarbo/breedail](https://github.com/pcarbo/breedail)). I identified 21 non-sibling pairs with unusually
high kinship and 22 sibling pairs with unusually low kinship, 8 of which overlapped with
mice flagged as sex swaps.

**Genotype concordance with GigaMUGA** Concordance between GBS and array geno-
types was evaluated at multiple stages to guide filtering and gauge the efficacy of my variant
calling pipeline. Twenty-four mice with moderate to high GBS coverage were selected for
genotyping on the GigaMUGA. The GigaMUGA contains probes for over 143,000 SNPs [191].
After removing chip SNPs with an Illumina quality score \( \leq 0.7 \), I was left with 115,478 auto-
somal SNPs, 24,934 of which are known to be polymorphic in LG and SM [193]. Genotype
concordance for 18,278 overlapping SNPs after correcting sample mix-ups, imputation, and filtering was 97.4% (Supplementary Table 2.1). This is similar to concordance rates observed for other animal populations genotyped with GBS [62, 221] and falls within the range of imputation concordance rates reported in human studies [222, 223].

**Error correction**  After making changes, I re-estimated kinship coefficients with IBDLD and compared error-corrected GBS genotypes to error-corrected RNA sequencing data. To create genotypes from RNA sequencing data, I retrieved allele counts at biallelic sites that had at least 25 high-quality reads and used the ratio as a proxy for genotype dosage. I converted dosages to hard calls and measured concordance with GBS genotypes at overlapping sites for each mouse and tissue separately.

Ultimately, there were 15 out of 1,078 samples whose identities could not be resolved. These mice were included in variant calling for the final sample because they provide additional information for obtaining genotype likelihoods. However, they were discarded before imputation and were not used for mapping.

**Variant calling**

**Genotype likelihoods**  I used an implementation of the Samtools variant calling algorithm in ANGSD to obtain genotype likelihoods at 899,436 sites for which at least 20% of samples had reads [195, 224]. GBS produces variable coverage across individuals, which leads to highly heterogeneous call rates and a bias toward homozygous calls [188]. Accordingly, I expected ANGSD’s allele frequency estimates to be biased and used a lenient MAF threshold of 0.005 to filter raw genotype likelihoods.

**Imputation**  I used Beagle to call genotypes from ANGSD likelihoods at 221,091 autosomal sites that passed quality control filters. When a reference panel is provided, Beagle requires hard genotype calls as input; however, ANGSD only outputs likelihoods. Therefore,
I imputed missing genotypes in three steps. First, I used Beagle to phase and fill in missing calls using within-sample LD (no reference panel or pedigree was provided). This produces a file with hard genotype calls, genotype probabilities and dosages that can be used to impute additional genotypes from an external reference panel. Next, I excluded SNPs with a MAF under 0.1, leaving 49,373 variants for step three. I used a MAF threshold of 0.1 because both alleles are expected to be common in an AIL; this was confirmed at generation 34 [75]. I then used Beagle to impute untyped SNPs from LG and SM reference haplotypes, which I obtained from whole-genome sequencing data [193]. The JAX Mouse Map Converter was used to create a genetic map from mm10 base pair coordinates [225]. I retained 3.4 million variants with high imputation quality (DR2 \( \geq 0.9 \)) and MAF >0.1 for further analysis.

**Hardy-Weinberg equilibrium (HWE)** An AIL is not a randomly mating population, its effective population size is not infinitely large, and LD is extensive. Selecting an appropriate threshold for excluding HWE deviations is further complicated by the tendency of GBS to falsely call heterozygous genotypes as homozygous when coverage is low. I ran 1,000 gene dropping simulations in the R package QTLRel v.0.2-15 to simulate null genotypes consistent with the AIL pedigree (but not impacted by the overrepresentation of homozygotes that is observed when using GBS) [226]. I used the R package HardyIinberg v.1.5.6 to test simulated genotypes for deviation from HWE [227]. To reduce the computational burden of gene dropping, I restricted my analysis to 372,995 SNPs with unique cM positions. Chi-squared p-values \( \leq 7.62 \times 10^{-6} \) were only detected for 1% of simulated loci. I used this value to identify loci where the observed genotype proportions constituted a significant deviation from HWE given that the data are from an AIL. 52,466 loci that were found to deviate from HWE at a significance level \( \leq 7.62 \times 10^{-6} \) were excluded. Finally, I used Plink v.1.90 [228] to remove variants in high LD \( (r^2 > 0.95) \), leaving 523,028 SNPs for mapping QTLs and eQTLs.
Figure 2.7: **Identification of outliers for startle and PPI.** (a) Distribution of the mean response measured across eight no stimulus trials, when no startle pulse was sounded. The upper tail shows 44 mice, all of whom were tested in box 3, that appear to startle in the absence of a pulse. I interpreted this as a technical effect and included box 3 as a covariate for all PPI and startle traits. (b) **Distribution of the mean startle response during the first block of pulse-alone trials.** Mice falling within the tail of the startle response distribution are not responding to the startle cues, possibly due to a hearing impairment. I excluded PPI and startle measures for 13 mice whose mean response overlapped the distribution of no-stimulus trials (not including mice from box 3). The cutoff point of 1.1 is marked with a dashed line. Each panel includes data for 1,123 phenotyped mice.

### 2.5.3 Supplementary Tables

Table 2.1: **GBS genotype concordance.** (The supplementary file associated with this dissertation contains concordance rates between the GigaMUGA genotyping array and GBS genotype calls (unfiltered and filtered for MAF, DR2, HWE, and LD.

Table 2.2: **Trait heritabilities, sample sizes, and covariates used for GWAS.** (The supplementary file associated with this dissertation contains trait descriptions, mean and standard deviations for the raw phenotype data, the sample size and covariates used for GWAS, and heritability estimates with standard error from GEMMA.)
Figure 2.8: SNP density. A detailed view of SNPs on chromosome 1 shows the $\log_{10}$-scaled density of known SNPs in LG and SM from the reference panel (dark purple, top background), imputed and quality-filtered GWAS SNPs (medium violet, top middle), GBS SNPs before reference panel imputation (orange, top foreground), and GigaMUGA SNPs that were polymorphic in LG and SM (gold, bottom). At the x-axis, predicted IBD regions in LG and SM [193] are marked in navy.
Figure 2.9: **Heat map of correlations among body weight, muscle, bone and glucose traits.** Pearson’s $r^2$ for the quantile-normalized residuals (with covariate effects removed) of physiological measurements taken in G50-56 AIL mice are depicted in a heat map. AVG weight is average weight. CPP, PPI, GLU weights are weights for days when conditioned place preference, prepulse inhibition, or glucose levels were tested. AVG is an average of CPP D1, CPP D8, and the other body weight traits (i.e. weights measured one week apart). BMC is bone mineral content. TA is tibialis anterior, EDL is extensor digitorum longus, GAST is gastrocnemius, PLANT is plantaris, and SOL is soleus muscle.
Figure 2.10: **Heat map of correlations among CPP traits.** Pearson’s $r^2$ for the quantile-normalized residuals (with covariate effects removed) of CPP measurements taken in G50-56 AIL mice are depicted in a heat map. cpp.diff is the difference between CPP on D8 and D1. Labels include the testing day and the time bin. For example, cpp1.1 refers to CPP on D1, bin 1 (0-5 min). Full trait names are provided in Supplementary Table 2.2.
Figure 2.11: **Heat map of correlations among methamphetamine activity traits.** Pearson’s $r^2$ for the quantile-normalized residuals (with covariate effects removed) of methamphetamine locomotor response measurements taken in G50-56 AIL mice are depicted in a heat map. sens refers to sensitization, which is the difference in activity on D4 and D2. Full trait names are provided in Supplementary Table 2.2.
Figure 2.12: **Heat map of correlations among PPI and startle traits.** Pearson’s $r^2$ for the quantile-normalized residuals (with covariate effects removed) of PPI and startle response measurements, including habituation, taken in G50-56 AIL mice are depicted in a heat map. PPI3, PPI6, and PPI12 refer to prepulse inhibition after a 73, 76, or 82 dB prepulse. Full trait names are provided in Supplementary Table 2.2.

Table 2.3: **Summary of QTLs.** (The supplementary file associated with this dissertation contains information on all QTLs identified in this study, including: p-values, 1.5-LOD intervals, QTL width, chromosome, position, rsid, proportion of variance explained (effect size), MAF, LG and SM alleles, reference and alternative alleles, variant annotations for the top SNP, proportion and number of LG, SM, and heterozygous genotypes, raw and quantile normalized phenotype means (and their standard deviations) stratified by genotype at the top SNP, number of QTL genes, number of eQTL genes, and genes with deleterious mutations (missense, stop-gain, stop-loss) as annotated by dbSNP v.142.
Figure 2.13: **Heat map of correlations among saline activity traits.** Pearson’s $r^2$ for the quantile-normalized residuals (with covariate effects removed) of saline activity measurements taken in G50-56 AIL mice are depicted in a heat map. Full trait names are provided in Supplementary Table 2.2.
Figure 2.14: Manhattan plots. (The supplementary file associated with this dissertation contains Manhattan plots for each of the 123 traits mapped in this study. Trait heritability and standard deviation output from GEMMA is listed at the top of the plot. SNP rsid numbers are depicted below each genome-wide significant QTL. The dotted line represents a genome-wide significance level of $p = 8.06 \times 10^{-6}$, based on permutation with SLIDE.)
CHAPTER 3
INTEGRATIVE ANALYSIS OF GENOTYPES, PHENOTYPES
AND GENE EXPRESSION DATA

3.1 Introduction

In Chapter 2, I described properties of the genetic landscape in the LG × SM AIL and summarized QTLs identified for each set of phenotypes. I discussed overlap of QTLs for related measurements as well as replication of QTLs identified in LG × SM G34. However, I avoided discussing specific genes. Here, I examine a subset of QTLs in greater detail, integrating the results with convergent eQTLs and functional information about their target genes, which I assembled from online databases. This approach provided context for interpreting QTLs and guided my search for promising candidate genes. I also summarize cis- and trans-eQTL results for each tissue. My work demonstrates that an integrative analysis of genotypes and gene expression data in the mouse is a suitable approach for studying complex human traits, particularly when the underlying mechanisms are unknown.

Gene expression is considered to be an intermediate phenotype on the pathway connecting genetic variation to behavior. Therefore, I sequenced brain-derived mRNA obtained from a subset of mice that were phenotyped and genotyped and used their gene expression data to map eQTLs. I then integrated QTLs with eQTLs identified in hippocampus (HIP), prefrontal cortex (PFC) and striatum (STR), using the transcriptional context within each region to guide selection of candidate genes. Here, I describe my rationale for integrating QTLs with gene expression data and explain why I chose to study HIP, PFC and STR. I will also discuss findings from comparative genomic studies in humans and mice, which suggest that in general, gene expression patterns (and to some extent, regulatory mechanisms) in the two organisms are highly conserved.
3.1.1 Rationale for an integrative analysis of QTLs and eQTLs

Integrating QTLs with eQTLs mapped in disease-relevant tissues has become a standard approach for prioritizing candidate genes [229]. The main benefit of integrating QTLs with gene expression is that it allows for interpretation of QTLs within a biological context, which can generate specific, mechanistic hypotheses about the trait of interest [88, 230, 231]. For example, overlap between a QTL and an eQTL might suggest that the QTL affects the associated trait by modifying expression of the eQTL gene; in this sense, gene expression can be considered an intermediate phenotype on the pathway from polymorphism to organismal phenotype. Another benefit of an integrative approach is that it improves power by providing additional support for associations, which can be useful for controlling the false negative error rate [26].

EQTLS are also interesting in their own right because they can provide insight into global properties of gene regulation [229, 232]. Cis-eQTLs, which are usually located near the target gene, are allele-specific, whereas trans-eQTLs, which usually affect the expression of distant genes, are not. There is evidence that many cis-eQTLs are widely shared across different tissues [233, 236], suggesting that in some cases, it will be possible to detect gene expression differences even if their functional consequences occur in other structures. In contrast, trans-eQTLs have been difficult to identify because they are more subtle in effect than cis-eQTLs, they are often confounded with technical variables, they are more likely to be tissue-specific, and they incur a greater penalty for multiple testing [229, 232]. Consequently, there have been fewer attempts to map them, and most results have failed to replicate across studies [232]. A recent study in humans has suggested that trans-eQTL hotspots, which regulate the expression of many genes, may be more robust than trans-eQTLs with a single target [237], but it is not yet clear if this will generalize to other organisms and tissues. Unlike in humans, trans-eQTL hotspots identified in model organisms have frequently been associated with the expression of hundreds of different genes [238, 241], which begs the question of whether...
the genetic architecture of trans-regulation in humans is truly distinct from that of other organisms, or merely an artifact of low power [242].

The questions that motivated this study have less to do with interspecies gene regulation than with a desire to understand behavior. However, an additional outcome of this work will be to build upon existing eQTL maps [76] in the mammalian brain, which can provide support for QTLs and eQTLs identified in other studies and build on our current understanding of the genetic architecture of gene expression.

3.1.2 Relevance of HIP, PFC and STR to behavior and disease

I measured various metabolic traits as part of this study, but my primary interest is in behavior. Therefore, I mapped eQTLs in three brain regions selected for their relevance to the behaviors of interest (Chapter 2). HIP has an established role in regulating attention and memory [243,246]; there is also evidence for its involvement in spatial learning [218], cognitive flexibility, and mood [97,244]. PFC is known for its role in behavioral inhibition, decision-making and motivational behavior [247,248]; it also interacts with HIP to regulate memory [245,246] and cognition [249]. As a critical component of reward and reinforcement learning, striatal functions have been studied extensively in the context of drug abuse [94, 97, 105, 250, 251]. STR also plays a central role in motor control and goal-directed behavior [94, 250, 252]. Clearly, each region regulates a number of important behavioral processes, and much of their activity is coordinated by a common circuitry. Accordingly, PFC, HIP, and STR are considered important for a variety of psychiatric and behavioral phenotypes, including Parkinsons disease [252], impulsivity [97], sensorimotor gating [46, 253, 254], and drug abuse [94].

By selecting three specific regions, I was unable to identify eQTLs specific to other tissues or developmental time points, but this limitation applies to all eQTL studies. Furthermore, a survey of gene expression throughout development was not my goal; if I had selected an
earlier time point to collect brain tissue, it would have been impossible to measure all of the phenotypes that I did (because the mice would be dead). Since it was feasible for a single experimenter to dissect all of the brains for this study within minutes after killing each mouse, I was able to collect nearly 300 brains, which made it reasonable to exclude lower-quality samples at various stages of processing (an unfortunate reality of high-throughput experiments) and yet still have a large sample for analysis. Measuring gene expression from brains of the same mice that were phenotyped and genotyped is a major advantage of this design; I argue that this outweighs the benefits of a more comprehensive survey, which would require substantially more effort for a reward whose magnitude is difficult to foresee. Moreover, this approach would have been impossible to do in humans for obvious ethical reasons, and also because in most cases, human brain tissue must be collected opportunistically or post-mortem.

Several large efforts are underway that aim to provide the human genetics community with a catalog of gene expression, methylation, regulatory annotations and other functional genomic data across multiple tissues and cell types [235, 255, 256]. However, the ability to measure gene expression from individuals phenotyped and genotyped in GWAS will likely remain impossible for tissues like the brain. Studies in rodents and other model systems are therefore essential for exploring the genomic environments that lead to disease vulnerability, particularly in tissues that are difficult to collect from humans.

### 3.1.3 Global patterns of gene expression appear highly conserved in humans and mice

An assumption of using rodents to model human disease is that even if specific findings do not generalize from model to human, the pathways that contribute to the phenotype will be shared [229]. Genetic studies have found substantial overlap in the factors that contribute to complex traits in rodents and humans [80, 257, 258], and rodents have frequently
been helpful for interpreting findings from human GWAS [85, 88, 259, 260], suggesting that this assumption is reasonable. Due to its advanced genetic toolkit, the mouse is a logical starting point for exploring how gene regulatory networks and neural circuits function to regulate behavior [59, 259–262] (although this may change as resources for the rat continue to develop [54, 263]).

This raises an important question: are the mouse and human transcriptomes similar enough to make meaningful comparisons? A tremendous amount of work has been devoted to addressing this concern [55]. For now, the answer appears to be yes, but with some important caveats. Essentially, the ability to identify orthologous transcriptional patterns, cell types, and organismal phenotypes across species is confounded by extreme biological complexity [11, 55]. Straightforward comparisons across species, tissues and cells are complicated by differences in the technology used to generate the data and various aspects of experimental design and statistical analysis [264–268]. Biological variables, such as RNA integrity [269], menstrual/estrus cycle or circadian rhythm [270], may also exaggerate molecular differences between species.

Nonetheless, considerable similarity between humans and mice is apparent at the molecular level. For example, human and mouse genomes are comparable in terms of size, nucleotide composition and structure [271, 273]. Over 70% of mouse genes have one-to-one orthologs in humans, and 80% of human genes have one-to-one orthologs in the mouse [274]. Mean levels of gene expression in humans and mice tend to be positively correlated, even when comparing cell lines to primary tissue [275]. This seems to extend to the brain as well, despite significant expansion of the human neocortex. A single-cell transcriptome analysis of the developing midbrain revealed differences in developmental timing, neuron development and cell proliferation between human and mouse, but observed high conservation of gene expression and cell types overall [276]. The post-synaptic proteomes of mice and humans have a similar composition, although some protein families vary in abundance between the
two organisms [277]. Comparison of DNA methylation signatures in the mouse and human cortex recently revealed neuron cell-type specific regulatory differences between species, but global patterns suggest high conservation of differentially methylated sequences in neuronal subtypes of human and mouse [278]. Moreover, there is a general consensus that variation in gene expression differs more between tissues than between species [55, 264, 279] (encouragingly, one study observed that even disease-associated genes are more likely to have variable expression across tissues than across species [280]). Finally, chromatin state [281, 282] and gene regulation [18, 283, 284] appear to be conserved despite some interspecies differences in regulatory sequences [17, 285].

Taken together, this evidence suggests that with careful consideration of functional and structural conservation between the two organisms (e.g. among tissues, transcripts and pathways relevant to disease), studying gene expression in the mouse is a reasonable strategy for generating hypotheses about human biology. Trait-associated eQTLs identified in the mouse may benefit human GWAS by providing strong prior hypotheses for association with an analogous trait; quite possibly, the additional evidence would make it reasonable to accept associations that are under the threshold for genome-wide significance. Similarly, candidate genes identified in mice might implicate their human orthologs as promising candidates for targeted sequencing, which could be used to identify rare variants with functional relevance to the trait of interest.

### 3.2 Methods

#### 3.2.1 RNA sequencing

I extracted mRNA from 741 tissue samples (280 HIP, 254 STR and 255 PFC) as described in Parker et al. (ref. [62]) and prepared cDNA libraries from 265 HIP, 236 STR and 240 PFC samples that had RNA integrity scores $\geq 8.0$. Barcoded sequencing libraries were prepared.
with the Illumina TruSeq RNA Kit, pooled in sets of 24, and sequenced on two lanes of an Illumina HiSeq 2500 machine using 100 bp, single-end reads.

Because mapping quality tends to be higher for reads that closely match the reference genome [286], read mapping in an AIL may be biased if one founder is more similar to the reference strain [287]. I addressed this concern by aligning RNA sequencing reads to custom genomes created from LG and SM genomes [193]. I used HISAT for alignment [288], assigning each read to a gene as defined by Ensembl [289]. Mapping position and CIGAR strings for each read were then reassigned to match mm10 reference genome coordinates. I combined the two alignment files for each sample by choosing the best mapping for each. Only uniquely mapped reads were included in the final alignment file for each sample.

I used the Bioconductor package GenomicAlignments for assembly [290] followed by DESeq to obtain normalized read counts for each gene [291]. I excluded genes detected in less than 95% of samples within each tissue. I also excluded 10 HIP, 16 STR and 4 PFC samples that had less than five million mapped reads or an alignment rate under 91.48%, retaining a total of 562 samples (208 HIP, 169 STR, and 185 PFC) for further analysis. Additional details describing RNA sequencing quality control are provided in the Supplementary Methods 3.5.

RNA sequencing alignment to custom genomes

I built custom genomes by incorporating known SNPs and indels from the LG and SM strains into the mm10 reference sequence [193]. I aligned RNA sequencing reads to custom LG and SM genomes using the default parameters in HISAT [288].

I then used the Bioconductor package GenomicAlignments for genome assembly (Lawrence et al. 2013). Each RNA sequencing read was assigned to a gene as defined by Ensembl (GRCm38 v.85) [289]. I required that each read overlap one unique disjoint region of the gene. If a read contained a region overlapping multiple genes, the genes were split into dis-
joint intervals, and any shared regions between them were hidden. If the read overlapped one of the remaining intervals, it was assigned to the gene that the interval originated from; otherwise, it was discarded.

Next, I quantile normalized gene expression data and used PCA to remove the effects of unknown confounding variables [14]. For each tissue, I calculated the first 100 principal components (PCs) of the \( k \times n \) matrix of expression values, where \( k \) is the number of genes and \( n \) is the number of samples. I quantile normalized PCs and tested them for association with AIL SNPs using the same approach as described for QTL mapping. I specified two covariates, sex and batch, for each expression trait. If a PC showed evidence of association with a SNP, I retained it to avoid removing \( \text{trans-eQTL} \) effects. I evaluated significance with the same permutation-based threshold used for QTLs (\( p \leq 8.06 \times 10^{-6} \)). I then used linear regression to remove the effects of the remaining PCs (71 in HIP, 81 in STR and 93 in PFC) and quantile normalized the residuals prior to mapping eQTLs.

3.2.2 \( \text{cis-eQTLs} \)

I used a LOCO-LMM to map eQTLs. I conservatively included sex and batch as covariates even though PC regression may account for them. SNPs within 1 Mb upstream or downstream of the gene were considered as potential \( \text{cis-eQTLs} \). The mean number of SNPs per \( \text{cis} \) region was 541.8 (median=357, range=1-4,002). I excluded 2,143 genes because there were no SNPs within their \( \text{cis}-\text{regions} \).

I used eigenMT to correct for multiple hypothesis testing for \( \text{cis-eQTLs} \) [292]. A Bonferroni test that corrects for all SNPs in each \( \text{cis} \) region is too conservative for an AIL because many SNPs are in high LD. eigenMT estimates the number of independent tests for each gene, accounting for LD among SNPs in \( \text{cis} \). The effective number of SNPs is then used in a modified Bonferroni test to obtain an adjusted \( p \)-value for each gene. The mean number of effective tests per gene was 22.5 for HIP (median=7, range=1-837), 37.4 for STR
(median=8, range=1-1627) and 30.8 for PFC (median=7, range=1-1185).

3.2.3 trans-eQTLs

Only SNPs outside of the chromosome containing the gene being tested were considered as potential trans-eQTLs. This decision was motivated by recent studies in humans and mice which found that the majority of trans-eQTLs located on the same chromosome as the gene being tested were redundant with cis-effects [237, 241]. I reasoned that it I would not miss many trans-eQTLs by using this approach.

I determined a trans-eQTL significance threshold for each tissue by permuting data for a randomly chosen gene 1,000 times. Since expression data was quantile normalized, I only permuted one randomly chosen gene per tissue. I did not remove cis SNPs before permuting the data, so I expect the thresholds to be slightly conservative for some genes. At a genome-wide significance level of 0.05, the permutation-based threshold for trans-eQTLs was $p = 8.68 \times 10^{-6}$ in STR, $p = 9.01 \times 10^{-6}$ in HIP, and $p = 1.04 \times 10^{-5}$ in PFC.

I define a trans-eQTL hotspot as a trans-eQTL that regulates the expression of 10 or more genes. To identify master regulators, I divided chromosomes into 5 Mb bins and assigned each trans-eQTL target gene to the bin containing its top eQTL SNP. I used bins because I expected SNPs in high LD to capture the same signal. I also repeated the procedure using larger windows to account for eQTL regions that spanned two adjacent bins. I then counted the number of genes regulated by SNPs in each bin.

3.2.4 Integration of QTLs and eQTLs

I integrated QTLs with brain eQTLs, coding annotations from dbSNP (v.142), differentially expressed genes identified in LG and SM muscle [181, 293], and online databases to identify candidate genes and pathways for further investigation. Throughout the text, I refer to cis-eQTL and trans-eQTL target genes as cis-eGenes and trans-eGenes. For a cis-eGene to
overlap a QTL, I required at least one SNP within its cis region to fall inside the 1.5-LOD interval for the QTL. In contrast, QTL genes are defined by their transcription start and end points. Since the cis region extends 1 Mb in either direction of the gene, it is possible for a region to contain more eGenes than QTL genes.

3.2.5 URLs

I used the Mouse Genome Informatics Database (MGI; [http://www.informatics.jax.org/](http://www.informatics.jax.org/)) to query genes for association with mouse phenotypes, OMIM disease associations, and transgenic organisms [40]. I queried the GWAS Catalog ([https://www.ebi.ac.uk/gwas/](https://www.ebi.ac.uk/gwas/)) [294] and Gene2Function database ([http://www.gene2function.org/search/](http://www.gene2function.org/search/)) to find overlap between genes implicated by GWAS (e.g. for obesity) and QTL genes identified in this study. Finally, I used Enrichr ([http://amp.pharm.mssm.edu/Enrichr](http://amp.pharm.mssm.edu/Enrichr)) to explore annotations for genes targeted by the same trans-eQTL regions [295,296].

3.3 Results

3.3.1 cis and trans-eQTLs

Thousands of eQTLs identified in the brain

For a subset of phenotyped and genotyped mice, I used RNA sequencing to measure gene expression in HIP (n=208), PFC (n=185) and STR (n=169) (Supplementary Figure 3.15). I identified cis-eQTLs for 2,902 genes in HIP, 2,125 genes in PFC, and 2,054 genes in STR (FDR=0.05); 1,087 genes had cis-eQTLs in all three tissues (Supplementary Figure 3.15). I also mapped 515 trans-eQTLs in HIP, 413 trans-eQTLs in PFC, and 444 trans-eQTLs in STR (FDR=0.05); see Supplementary Figure 3.15 and Figure 3.1). 18.5% of genes with significant trans-eQTLs also had a significant cis-eQTL.
In general, *trans*-eGenes shared between tissues were regulated by eQTLs on different chromosomes. Notably, 389 out of all 1,476 *trans*-eQTLs in HIP, PFC and STR had only one SNP passing the threshold for genome-wide significance (26.4%); the remaining *trans*-eGenes were associated with at least 14 significant SNPs. This could be due to tissue-specific regulation or a lack of power to detect *trans*-eQTLs.

**trans*-eQTL hotspots**

I defined *trans*-eQTL hotspots as 5 Mb regions containing the top *trans*-eQTL SNP for 10 or more genes. I identified four *trans*-eQTL hotspots in HIP, two in PFC, and seven in STR (Figure 3.1, Supplementary Figures 3.16, 3.17, 3.18). Extending *trans* bins from 5 Mb to 10 Mb produced two additional regions in PFC and one in STR (Supplementary Table 3.1). Despite considerable overlap among genes measured in HIP, PFC and STR, I identified only four *trans*-eGenes in all three tissues (*Sfi1, Eif3j2, Col6a5, and Aars*), none of which had *cis*-eQTLs. PFC and STR shared the most *trans*-eGenes (32), 19 of which were regulated by the same region.

Previous studies of *trans*-eQTLs in model organisms have identified *trans*-eQTL hotspots that regulate the expression of hundreds of genes [229, 238–241, 297]. I found one *trans* hotspot on chromosome 12 between ~70.75-73.75 Mb that was associated with 85 target genes in HIP (Supplementary Table 3.1). The hotspot contains 44 genes and transcripts, 19 of which have *cis*-eQTLs in HIP.

The presence of a regulatory hotspot is intriguing, but its underlying mechanisms are unclear. One or more *cis*-eQTLs within the hotspot could control the expression of genes encoding transcription factors or other downstream effectors that regulate the distal targets. However, LD can cause nearby *cis*-eQTLs to have similar expression patterns, which makes it difficult to tell whether the *trans*-effect is mediated by *cis*-eQTLs within the hotspot or some other mechanism. Similarly, a hotspot might appear to regulate a large number of
Figure 3.1: **cis-eQTLs and trans-eQTL hotspots in HIP, PFC and STR.** I mapped over 2,000 *cis*-eQTLs and over 400 *trans*-eQTLs in each brain region (FDR=0.05). The 19 autosomes are delineated by green bars on the outer edge of the plot. Each ring inside the circle shows locations of *cis*-eQTLs for HIP (blue, outer ring), PFC (gold, inner ring), and STR (orange, middle ring). For clarity, only *trans*-eQTLs that regulate 10 or more genes are shown in the inner circle. Individual Circos plots showing the full set of *trans*-eQTLs identified in each tissue are provided in the Supplementary Figures 3.16, 3.17, 3.18.
genes if its targets are in high LD (e.g. if they share a cis-eQTL). If this were true, then it could explain why trans hotspots that regulate large numbers of genes have frequently been found in model organisms but only occasionally identified in humans [229], since model organisms tend to have longer haplotypes. If trans associations tend to be mediated by shared cis-eQTLs at target loci, this could also explain why most trans hotspots have failed to replicate across populations [229].

The target genes of this particular hotspot were widely distributed across 17 chromosomes, and only seven of the 85 genes also had a cis-eQTL (Supplementary Table 3.1). There were six chromosomes that each contained a pair of target genes located within 1-2 Mb of one another, but most targets were widely distributed throughout individual chromosomes. Therefore, it seemed unlikely that multiple cis-eQTLs in the target regions were responsible for the trans hotspot. I reasoned that the target loci might share a common regulatory domain, such as a transcription factor binding site, and used Enrichr [295,296] to scan multiple databases for shared microRNA and transcription factor binding motifs among the target genes. I did not find evidence of enrichment, but noted that several target genes have roles in transcriptional activation (Yap1, Notch2, Sfrp1, Hfe, Igf2, Tcf20, Mitf, Clu and Ywah). There is a chance that they might also contribute to the trans effect, but I did not explore this possibility.

Instead, I tested for over-representation of shared phenotypes and tissue expression patterns within the target gene set. I used Enrichr to query the mouse and human phenotype ontology databases and gene expression atlases for the two organisms. Two genes related to ataxia (neurologically-mediated abnormalities in muscle coordination) in humans, Cacna1a and Sptbn2 were also related to ataxia in mutant mice, along with six other genes (Gnaq, Plxna2, Tpp1, Bsn, Slc4a2, and Slc12a2). Several genes were expressed in human retina and mouse retinal pigment epithelium, and four were implicated in human retinal disease (Mfrp, Abca4, Slc7a14 and Myo7a). I considered that the implicated genes could be part
of a common pathway or process affected by the trans mechanism, and queried the mouse phenotype ontology database to identify genes within the chromosome 12 hotspot that have been associated with ataxia or ocular phenotypes in mutant mice. I also scanned for hotspot genes with known regulatory roles.

No hotspot genes were associated specifically with ataxia, but *Six1*, a transcription factor, was associated with several muscle abnormalities, and a related gene, *Six6* was associated with abnormal retinal morphology and retinal hypoplasia in knockout mice [298]. *Six1, Six6* and *Six4*, a third transcription factor in the hotspot region, are known to interact with the transcriptional coactivator *Eya3* [299]. *Arid4a* encodes a DNA-binding protein that interacts with *pRB* (retinoblastoma protein). *ARID4A* and *pRB* repress transcription by recruiting histone deacetylases [300]. *ARID4A* also regulates imprinted regions by modifying DNA and histone methylation marks [301]. *Hif1a*, a master regulator of transcription, encodes the alpha subunit of the transcription factor *HIF-1*. Conditional knockout of *Hif1a* in the mouse brain resulted in loss of hippocampal neurons, impaired spatial memory, and abnormal brain development [302]. *Mnat1* regulates RNA transcription by activating RNA polymerase II [303], and *Ppm1a* is a phosphatase that can suppress the activity of *SMAD2/3*, which regulate transcription [304]. This evidence implies that the chromosome 12 region is truly a regulatory hotspot and likely has multiple downstream effects. However, more work is needed to identify the specific effects of these transcription factors (and potentially, other hotspot genes) on their targets, and importantly, to understand what significance these genes have in HIP.
3.3.2 Integration of eQTLs and behavioral QTLs

A locomotor response QTL on chromosome 4 confirms a role for *Oprd1* in regulating baseline activity.

Multiple saline activity traits from D5 and D8 mapped to a region on chromosome 4 between 130.96-133.74 Mb (Supplementary Table 2.3). In each case, the SM allele was associated with increased activity. The strongest QTL was for total activity on D5 of CPP and contained 45 genes, 25 of which had cis-eQTLs ($p = 6.75 \times 10^{-9}$; MAF=0.24; Figure 3.2). Because it completely encompassed the narrowest QTL (D5 activity, 25-30 min; $p = 4.66 \times 10^{-8}$; MAF=0.24), which contained only one gene and 11 cis-eGenes (including A930031H19Rik, a lncRNA), I focused on the smaller region to prioritize candidates.

One gene, *Oprd1* (opioid receptor delta 1), had a cis-eQTL in the three brain regions that I analyzed. The SNP most strongly associated with locomotor activity was also associated with decreased expression of *Oprd1*. Consistent with the hypothesis that differential expression of *Oprd1* causes the behavioral QTLs, this gene has been shown to increase locomotor activity in knockout mice [305] by modulating neurotransmission in HIP and STR [217].

Despite this compelling evidence, I can not exclude the possibility that multiple genes are involved in this QTL. For example, another cis-eGene in the interval, *Trnau1ap*, contains a missense mutation in the SM background and is important for selenocystine production. Selenoprotein deficiencies have been linked to motor deficits and neuronal loss in STR [306], and conditional knockout of *Trnau1ap* in mouse neurons results in impaired motor coordination [307], suggesting that *Trnau1ap* might also modulate locomotor activity.
Figure 3.2: QTL for locomotor activity (D5 saline, 0-30 min) on chromosome 4. Points are colored by LD ($r^2$) with the top QTL SNP, which is highlighted in gold and labeled with its p-value and rsid. MAFs in the region are shown in the band below the plot. Regions predicted to have low genetic diversity among LG and SM are shown as grey bands. The 1.5-LOD interval for the QTL is shown as a gold band. Areas that have an elevated rate of recombination as estimated by Brunschwig et al. [308] are shown as green plus symbols. Finally, genes within the 1.5-LOD region are shown below the x-axis. For clarity, I only listed genes that have a cis-eQTL within the interval (black text) or genes that have missense mutations (bold). eGenes with a missense mutation that are not eGenes, if present, are listed in blue.
Figure 3.3: *Csmd1* and in G34 and G50-56 of the LG × SM AIL. The SM allele at the chromosome 8 activity QTLs containing *Csmd1* in AIL G34 and G50-56 confers an increase in saline activity. In G34 (left), there are 455 mice with the LG genotype (T/T), 215 heterozygotes (T/C), and 18 SM homozygotes (C/C). In G50-56, 570 mice are homozygous LG (T/T), 412 are heterozygous (T/G), and 81 are homozygous SM (G/G).

Replication of an association between *Csmd1* and locomotor activity identified in LG × SM G34

I replicated a saline activity QTL on chromosome 8 at 16.50-16.99 Mb \( (p = 5.12 \times 10^{-6}; \text{MAF}=0.24) \) that I had previously identified in a combined analysis of LG × SM AIL F2 and G34 mice \[75\]. In both studies, the region spanned ~0.5 Mb, the SM allele was associated with increased activity\[3.3\] and the QTL contained only one gene, *Csmd1* (CUB and sushi multiple domains 1). Here, I also identified *Csmd1* as a cis-eGene in HIP3.5.

Human GWAS have implicated *Csmd1* in schizophrenia \[309,310\], behavioral disinhibition \[311\], and cognition \[312\]. The Palmer Lab and others have used knockout mice to explore the effect of *Csmd1* on a variety of intermediate phenotypes for psychiatric disease \[313,314\]. *Csmd1* is positioned at 15.89-17.53 Mb and contains 70 coding exons; however, it produces only four transcripts. As described by Distler *et al.* \[313\], knockout mice were created by disrupting the first exon of the gene, which results in a 70% decrease of *Csmd1*.
Csmd1 and in G34 and G50-56 of the LG × SM AIL. The SM allele at the chromosome 8 HIP eQTL for Csmd1 confers an increase in Csmd1 expression. Of the 208 mice with expression data from HIP, 102 are homozygous LG (T/T), 85 are heterozygous (T/G), and 21 are homozygous SM (G/G).

expression in the brain. Steen et al. [314] observed that Csmd1 mutants displayed abnormal anxiety- and depression-like behaviors, but did not observe differences in locomotor activity. Strikingly, the only behavioral difference observed among wild-type and Csmd1 knockout mice in the Palmer Lab was in locomotor activity levels (unpublished data). Due to the different genetic backgrounds and behavioral tests used in the two studies, the specific role of Csmd1 remains inconclusive. However, data from knockout experiments suggest a mechanism by which Csmd1 could regulate locomotor activity in the LG × SM AIL. Homozygous knockout mice exhibited increased activity compared to heterozygous and wild-type mice??. This suggests that the SM allele, which produces the same effect in the AILs, could be a loss of function variant. However, given the size of Csmd1, I suggest this with caution, as there could be other variants causing the effect.

I identified another QTL for PPI6 at 15.34-16.99 Mb on chromosome 8, which contained Csmd1 and Mir3106, a microRNA ($p = 3.55 \times 10^{-6}$; MAF=0.24); however, Mir3106 did
Locomotor activity in Csmd1 knockout mice. Locomotor activity between 0-30 and 0-60 minutes of activity (cm distance traveled) in the open field test is shown for Csmd1 knockout mice. Knockout mice (n=45) show increased activity relative to wild-type (WT; n=26) or HET (n=54) genotypes. Details about the strain background are described in Distler et al. [313].

neither Distler et al. [313] nor Steen et al. [314] observed abnormal PPI in Csmd1 knockout mice. This discrepancy may be explained by differences in genetic background of the mice used in the two studies.

QTLs for novelty and methamphetamine-induced locomotor activity map to a region implicated in motor abnormalities and schizophrenia.

One methamphetamine activity QTL (D2, 15-20 min) and three saline activity QTLs from D1 (side changes at 15-20 and 0-30 min; distance traveled 0-5 min) mapped to chromosome 17 between ~75.7-78.9 Mb (Supplementary Table 2.3). I also observed suggestive QTLs for D2 and D5 activity at this locus. The strongest genome-wide significant QTL was for side changes on D1 (15-20 min, $p = 3.60 \times 10^{-6}$, MAF=0.50; [3.6]). In each case, the SM allele
was associated with increased activity.

Three genes with cis-eQTLs in HIP appeared at all loci: Crim1, Qpct, and Vit. The SM allele was associated with decreased expression of the gene\textsuperscript{3.7}. Crim1 contains a missense mutation in the SM background and is important for development and motor neuron survival\textsuperscript{315}. Qpct has been implicated in the accumulation of β-amyloid proteins in Alzheimer's disease and has been associated with schizophrenia in human GWAS\textsuperscript{316,317}. Vit has been associated with motor neuron deficits in transgenic mice and is thought to play a role in cell adhesion\textsuperscript{318}. However, none of the three genes have been implicated in locomotor activity or drug response phenotypes. I suggest that these genes would make good candidates for a functional follow-up study.

QTLs on chromosomes 7, 17 and 18 suggest a role for glutamatergic signaling, cell adhesion, and neuronal development in regulating the startle response.

I chose to focus on the three startle QTLs that were associated with the mean startle response on chromosomes 7, 17 and 18. QTLs on chromosomes 7 and 17 were also identified in a smaller GWAS of startle in LG × SM F2 and G34\textsuperscript{167}. Dissection of startle QTLs on chromosomes 7, 17 and 18 suggests a complex network of genes contributing to the startle response.

A large startle QTL on chromosome 7 ranging from 81.4-89.6 Mb (\(p = 4.18 \times 10^{-7}\); MAF=0.35) contained 78 QTL genes and 30 cis-eGenes (Supplementary Table 2.3). Two narrower QTLs for block 1 (\(p = 3.13 \times 10^{-6}\); 3.50 Mb) and block 2 (\(p = 9.39 \times 10^{-8}\); 0.87 Mb) mapped inside the region and shared the same top SNP as the main startle trait, located in an intron of Ap3b2 (adaptor-related protein complex 3, beta 2 subunit). The critical region for a second block 1 QTL overlapped the larger region by 260 Kb at the distal end, but its top SNP did not overlap the other startle QTLs (\(p = 9.56 \times 10^{-7}\); MAF=0.49). However, I focused on the block 2 QTL because it was the strongest association and the narrowest
Figure 3.6: QTL for locomotor activity (D1 side changes, 0-30 min) on chromosome 17. The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
The SM allele was associated with lower expression (expressed as normalized read counts) of all *cis*-eGenes within the chromosome 17 QTL for activity. 57 mice are homozygous LG, 55 are homozygous SM, and 96 are heterozygous.

interval, containing 14 QTL genes and 12 *cis*-eGenes.

Five *cis*-eGenes overlapping the block 2 QTL have missense mutations (*Ap3b2*, *Iqgap1*, *Crtc3*, *Homer2*, and *Saxo2*). *Homer2* has *cis*-eQTLs in HIP ($p = 1.31 \times 10^{-5}$) and PFC ($p = 3.41 \times 10^{-15}$); it is also a *trans*-eGene in PFC, regulated by a region on chromosome 5 (FDR=0.05). *Ap3b2* is a neuron-specific isoform of the adaptor protein 3 complex [319] that has been associated with hyperactivity, involuntary movement, and seizures in mutant mice [320]. *Homer2* (homer scaffolding protein 2) has been linked to associative learning and behavioral responses to cocaine [144]. *Iqgap1* (IQ motif containing GTPase activating protein 1) is thought to affect cognition by decreasing dendritic spine density [321]. Other genes in the region that are known to regulate behavior include *Grm5* (glutamate receptor, metabotropic 5) and *Folh1* (folate hydrolase 1). The presence of several interesting genes makes it difficult to identify a single candidate, but it raises the possibility that the startle QTL could be caused by genes that regulate glutamatergic signaling and neural development.

All five startle traits mapped to a region on chromosome 17 between 27.14-29.71 Mb (Supplementary Table 2.3). The QTL for mean startle was the most significant ($p = 5.29 \times 10^{-10}$; MAF=0.22; Figure 3.9); it mapped to a 2.16 Mb region at 27.14-29.30 Mb and
Figure 3.8: QTL for startle response (block 2) on chromosome 7. The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
of this document as if you were reading it naturally.

contained 51 QTL genes and 29 cis-eGenes. Its top SNP, located in an intron of Anks1, had an effect size of 0.020 (Supplementary Table 2.3). Five genes, Anks1, Ip6k3, Kifc5b, Grm4 and Uhrf1bp1, have missense mutations in LG; Neurl1b and Itpr3 have missense mutations in SM. Grm4 (glutamate receptor, metabotropic 4) has been associated with impaired PPI and abnormal motor learning in transgenic mice [322]. Ip6k3 (inositol hexaphosphate kinase 3) has also been linked to abnormalities in motor learning, neural cell morphology, and nervous system physiology [323]. Itpr3 (inositol 1,4,5-triphosphate receptor 3) has been associated with anxiety, social behavior, and locomotor activation in mutant mice used to model autism-related traits [324,325].

The remaining genes that had missense mutations were not associated with mouse phenotypes, but a scan of the MGI database revealed additional eGenes in the QTL that have been found to influence behavior and brain development. QTLs for methamphetamine and saline activity also mapped to this locus, as did QTLs for fear and anxiety identified in a previous study of G34 mice [208]. I found this exciting because it implies that further exploration of the QTL (e.g. using mutant animals) could be fruitful for understanding why this region appears to have such widespread effects on behavior in the LG × SM AIL.

The top SNP within the startle QTL on chromosome 18 had the largest effect size (pve=0.026) out of all startle QTLs that I identified (p = 6.74 × 10−7, MAF=0.41, Figure 3.10). Startle block 2 also mapped to this region, but its top SNP (p = 9.22 × 10−7; MAF=0.43; effect=0.022) was located downstream, in an intron of Ctnna1 (catenin alpha 1), a gene important for brain development and cell adhesion [326]. Each QTL was 3.8 Mb wide and included 88 genes, three of which, Pkd2l2, Fam13b, and Sil1, contain missense SNPs. Pkd2l2 (polycystic kidney disease 2-like 2) has been linked to hyperactivity (MGI) and mutations in Sil1 (ER chaperone SIL1 homolog) have been associated with neurodegeneration and ataxia in mice and humans [327]. One gene in the region, Hbegf (heparin-binding EGF-like growth factor), has been associated with decreased PPI and other phenotypes related
Figure 3.9: **QTL for mean startle response on chromosome 17.** The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
to psychiatric disease in mice [328].

High gene density within the QTL is due to overlap with the protocadherin α, β, and γ, gene clusters. Protocadherins are highly conserved signaling molecules whose functions are important for neuronal development, synaptic plasticity, and synapse assembly [329–331]. Furthermore, their genetic regulation is complex: alternative splicing of variable and constant exons can generate a variety of different protocadherin transcripts, similar to immunoglobulin genes in the immune system [332]. They may also be expressed mono-allelically from individual neurons [333]. Thus, regulation of protocadherins has been proposed as a mechanism underlying regional and functional diversity in the mammalian brain [329]. If the protocadherin cluster causes the QTL, this could suggest that variation in the startle response is due to differences in neuronal signaling networks. However, the mechanisms underlying the startle response remain uncertain. The abundance of genes within QTLs for startle that are related to central nervous system development, neuronal activity, and organism-level behavioral abnormalities could suggest that a network of multiple different factors is involved in regulating the startle response.

3.3.3 Integration of eQTLs and metabolic QTLs

Robust QTLs for body weight on chromosomes 2, 4, and 7

I identified 46 QTLs for body weight measured at 10 time points during behavioral testing, many of which converge on a single locus. Eight traits mapped to a region on chromosome 2 between 56.18-57.90. In each case, the SM allele was associated with higher body mass (Supplementary Table 2.3). Individual QTLs were 0.08-1.71 Mb wide, containing up to 8 QTL genes and 3 cis-eGenes (Supplementary Table 2.3). The strongest QTL was for weight on D5 of the CPP test \( p = 5.61 \times 10^{-7}; \) MAF=0.47, when the median age was 58 days. This QTL did not contain any genes, but the top cis-eQTL SNP for \( N r^4 a 2 \) (nuclear receptor subfamily 4, group A, member 2), a cis-eGene in PFC \( p = 6.96 \times 10^{-3} \), was located inside
Figure 3.10: **QTL for mean startle response on chromosome 18.** The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
all body weight QTLs in the region, including the QTL for CPP D4 body weight, shown in Figure 3.11.

*Nr4a2* has been linked to neurological and immune system abnormalities in mice: *in vivo* suppression of *Nr4a2* in T-cells resulted in accelerated weight loss after an immune challenge and mice lacking *Nr4a2* mRNA in midbrain dopamine neurons are 40% smaller than their wild-type littermates at 8 weeks of age [334]. It has also been associated with decreased locomotor activity [335] which could suggest a behavioral component to body weight regulation.

However, other genes in the larger QTL region may also be of interest. For example, *Upp2* (uridine phosphorylase 2) which overlapped 3 body weight QTLs, had a strong *cis*-eQTL in HIP, STR and PFC (*p* ≤ 1.26 × 10^{-18}) and is known to affect lipid metabolism in the mouse [335]. The region was also discovered in an 8.8 Mb QTL for body weight identified in congenic mice derived from a cross of C57BL/6J and Pbwg1, a wild-derived mouse strain (B6.Cg-Pbwg1). Interestingly, the wild allele was associated with lower fat, body weight, and blood glucose levels, and its effects were observed in mice on high-fat and low-fat diets [336]. Furthermore, *Upp2* was downregulated in B6.Cg-Pbwg1 mouse liver (the study also reported five other genes that showed differential expression in liver or adipose tissue) [336].

Eight traits mapped to a region between 99.40-103.70 Mb on chromosome 4, ranging in size from 2.25-4.01 Mb (Supplementary Table 2.3). QTLs had up to 35 genes and 16 *cis*-eGenes. The strongest QTL (body weight on D8 of CPP; *p* = 5.62 × 10^{-8}; MAF=0.30; Figure 3.12) contained 24 QTL genes and nine *cis*-eGenes. Six other QTLs had the same top SNP, and in each case, the SM allele was associated with lower body weight. Interestingly, only 9% of mice are homozygous LG (41% and 50% are heterozygous or homozygous SM, respectively). The top SNP is ∼300 Kb upstream of *Lepr*. *Lepr* is not a *cis*-eGene, but it encodes the receptor for leptin, a fat-specific hormone whose effects on obesity and
Figure 3.11: **QTL for body weight on chromosome 2.** The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
metabolism have been widely studied [337]. *Lepr* may account for some of the QTL signal, but it is also possible that other genes are involved.

A QTL at 105.67-110.81 Mb on chromosome 7 was associated with all body weight traits \((p \leq 1.47 \times 10^{-6})\). Individual QTLs were 3.41-5.14 Mb wide and contained up to 115 QTL genes and 31 *cis*-eGenes (Supplementary Table 2.3). Here, the LG allele was associated with increased weight. Eight QTLs had the same top SNP, a missense variant in *Tpp1* (MAF=0.49). *Tpp1* (tripeptidyl peptidase I) transgenic mice have been used to model late-infantile neuronal ceroid lipofuscinosis, a neurodegenerative disorder caused by mutations that prevent the *TPP1* protein from degrading certain lysosomal peptides, leading to an accumulation of lipid granules in various tissues [338,339].

The human orthologs of four *cis*-eGenes overlapping the region (*Rpl27a, Stk33, Trim66,* and *Tub*) are located at or around SNPs that have been associated with obesity [340] and body mass index [341] in humans. *Tub* (tubby bipartite transcription factor) encodes a transcription factor, *TUBBY*, that cause late-onset obesity in mice that carry loss-of-function mutations [342]. *TUBBY* forms a complex with heterotrimeric G protein-coupled receptors [342], one of which is *Gnb1* (guanine nucleotide binding protein beta 1). *Gnb1* is located on chromosome 4 and has a *trans*-eQTL in HIP located 0.55 Mb upstream of *Tub* inside the body weight QTL. *Gnb1*, along with two other *trans*-eGenes regulated by SNPs within the body weight QTL, *Gucy1a2* (guanylate cyclase 1 soluble alpha 2, a PFC eGene on chromosome 9) and *Crebbp* (CREB binding protein, a HIP eGene on chromosome 6), have been associated with obesity in human GWAS [341,343,344]. Although the size of this QTL precludes selection of a single candidate gene, evidence for *trans* associations connecting the locus to other phenotypically relevant loci suggests that its relationship to obesity is complex.
Figure 3.12: **QTL for body weight on chromosome 4.** The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
Figure 3.13: QTL for body weight on D8 of the CPP test on chromosome 7. The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
Strong signals for EDL are corroborated by other muscle weight QTLs and previous GWAS of muscle weight in G34.

I found 22 QTLs for leg muscle weight on 10 chromosomes (Supplementary Table S2.3). As for body weight, many muscle traits mapped to the same regions. I will focus on EDL muscle because it had the strongest QTLs.

I identified QTLs for EDL, plantaris and TA muscle weight on chromosome 4 at ∼65 Mb. At each QTL, the LG allele was associated with greater muscle mass. The TA QTL ranges from 63.87-69.90 Mb ($p = 1.44 \times 10^{-6}$; MAF=0.29), whereas the others are much narrower, located at 65.32-65.84 Mb. The EDL association was one of the strongest I identified across all traits; its top SNP had an estimated effect size of 0.047. The top SNPs for EDL ($p = 7.88 \times 10^{-13}$; MAF=0.38; Figure 3.14) and plantaris ($p = 2.25 \times 10^{-6}$; MAF=0.39) are located in an intron of Astn2 (astrotactin 2), a cis-eQTL gene that is differentially expressed in LG and SM soleus [181]. The amino acid sequence of Astn2 is the same in LG and SM; therefore, the difference in expression between the LG and SM alleles could be due to SNPs within its regulatory region. In support of this hypothesis, the SM genome contains a regulatory region upstream of Astn2 (∼65.372-65.374 Mb) that is 16 bp longer than in LG [193]. Although other genes in the region, such as Tlr4 (toll-like receptor 4) and Trim32 (tripartite motif-containing 32) have been associated with muscle and bone phenotypes in the mouse (MGI), the results suggest that Astn2 may also be important, yet its function has not been studied in muscle. Thus, I propose Astn2 as a candidate gene for muscle mass.

Another strong EDL QTL mapped to ∼104.33 Mb on chromosome 13 ($p = 2.03 \times 10^{-13}$, MAF=0.21; pve=0.045); this was the strongest QTL I identified across all traits. A second QTL for gastrocnemius provides additional support for the region ($p = 2.56 \times 10^{-7}$, MAF=0.21; pve=0.019). Each QTL is <0.5 Mb wide and flanked by large regions of low polymorphism between LG and SM. At both QTLs, the SM allele is associated with higher muscle mass. There are 5 QTL genes (Trappc13, Trim32, Ppwd1, Cenpk, Adams6) and 6
Figure 3.14: **QTL for EDL muscle weight on chromosome 4.** The legend for this locus zoom figure is the same as before; a detailed description is provided in the caption for Figure 3.2.
cis-eGenes (Nln, Ppwd1, Sgtb, Srek1, Trappc13, Erbb2ip) within the overlapping QTLs. To my knowledge, only Nln (neurolysin, an oligopeptidase) has been implicated in muscle traits. However, Trappc13 (trafficking protein particle complex 13) is differentially expressed in TA of LG and SM, with SM having lower expression of the gene [293]. SM also has lower expression of Nln in soleus muscle compared to LG [181], which I found interesting because Nln exhibits enzymatic activity in mouse skeletal muscle, where its effects are more pronounced in slow-twitch fibers, the primary type found in soleus [345]. With this information, I suggest that both Trappc13 and Nln are promising candidates to study in greater detail.

3.3.4 Discussion

I identified thousands of cis-eQTLs and trans-eQTLs in the LG × SM AIL, including a regulatory trans hotspot that affected the activity of 85 genes. I used overlap of QTLs, eQTLs, differentially expressed genes, and functional annotations from existing databases to identify candidate genes.

There were two QTLs that I found particularly intriguing. The first was an association with D1 and D2 locomotor activity on chromosome 17 that contained Crim1, Qpct, and Vit. It would be reasonable to explore the effects of all three genes in a follow-up study, but if I could only choose one, it would be Qpct. Its expression pattern in HIP is the most distinct of the three eGenes when stratified by eQTL genotype, and its role in Alzheimer’s disease and schizophrenia suggest that further study of Qpct could have translational relevance. The presence of a missense SNP in Crim1 is also suggestive, but it is not clear if the mutation is deleterious. Moreover, I suspect that it could be challenging to study Crim1 in a knockout mouse due to its crucial role in development (to my knowledge, only conditional knockouts have been used to study its effects in the brain).

I was also interested in the startle QTL on chromosome 17, which overlapped QTLs for fear, anxiety-related behavior, and locomotor activity in the AIL. What could cause the as-
sociation between this QTL and such a diverse set of behaviors? Due to LD within the ∼2 Mb region and the observation that several QTL genes appear to have important roles in the brain and behavior, I was unable to resolve these questions using the data from G50-56. I would be very interested to know if any of the QTLs for different behaviors are caused by the same gene. In mice, fear is measured by the amount of time spent frozen in place after experiencing a negative stimulus (i.e. an electrical shock to the foot). This behavior is reflexive, which leads me to speculate that it could be more closely related to the startle response than to the other behaviors at the genetic level. I have also wondered if further investigation of these QTLs would reveal a dysfunctional network of genes with a variety of different effects on behavior. Of course, these hypotheses will remain speculative without additional data, and there are multiple strategies that could be used to address them. An obvious approach would be to fine-map the QTLs in future generations of the AIL. However, if I could repeat the study in a new sample, I would sequence mRNA at greater depth so that I would have enough power to detect eQTLs at the transcript level rather than summarizing mRNA abundance over the entire gene. Gene or transcript expression data could also be used to construct transcriptional networks, which could then be integrated with QTL and phenotype data to identify pathways and interactions important for behavior. Protein-protein interaction networks could provide useful information about the mechanisms that influence locomotor behavior, startle, and anxiety. These experiments would be useful for understanding the mechanisms that underlie other QTLs in addition to the ones on chromosome 17. They would also be useful for interpreting trans-eQTLs, particularly those that regulate the expression of many genes, such as the hotspot eQTL identified on chromosome 12.

Overall, my research with the Palmer Lab was successful in that it generated a variety of intriguing hypotheses that can be tested in future experiments. In fact, there were so many interesting results that it was impractical for me to explore all of them in detail (and I hope
that future scientists in the Palmer Lab will be interested in continuing my efforts). More broadly, my work demonstrated that integrating phenotype, genotype, and gene expression data collected from the same individuals is a valuable approach for studying complex traits. Additional discussion of the work presented in Chapters 2-3 is provided in Chapter 4.

### 3.4 Contributions

Dr. Abraham A. Palmer designed the experiment and provided financial support for this project (R01 DA021336). Additional funding came from F31 DA03635803 and T32 GM007197. I wrote in first-person for clarity, but this work was a team effort. Celine St. Pierre, Emily Leung, Yeonhee (Jenny) Chen, Matthew Cheung, Alisha Ho and I extracted more RNA than we were able to sequence. I prepared cDNA libraries for submission to the core Genomics Facility at the University of Chicago. Sequencing was performed by Dr. Pieter Faber and core staff. Jung Kyun Seo analyzed RNA sequencing data (alignment, expression quantification, quality control) with help from Dr. Stefan Canzar. I mapped eQTLs and analyzed the data. Mike Jarsulic at the Center for Research Informatics at the University Chicago was extremely helpful while I was submitting eQTL jobs to the cluster.

### 3.5 Supplementary Materials

#### 3.5.1 Supplementary Methods

**Identification and correction of RNA sample mix-ups**

*Sex swaps* I applied multiple approaches to identify and resolve RNA sample mix-ups. First, I examined *Xist* expression to identify apparent sex mix-ups. *Xist* regulates dosage compensation and is only expressed in females. Male samples expressing *Xist* were changed to female, and female samples lacking *Xist* expression were changed to male.
**Tissue swaps** I merged expression data from HIP, PFC and STR and plotted the first two PCs of the data to identify tissue mix-ups. As expected, most samples clustered into distinct groups by tissue. I reassigned 12 mismatched samples to new tissues and removed 35 apparently contaminated samples that did not cluster with the rest of the data. The first two PCs correctly separated samples by tissue after error correction, implying that I resolved all cross-tissue mix-ups.

**RNA genotype concordance with GBS data** Next, I used RNA genotype concordance to identify apparent sample mix-ups. Genotypes were created from RNA sequencing data by retrieving allele counts at sites with at least 25 reads and no more than one mismatched base. A mouse may have up to 3 sets of genotypes created separately from each tissue. I measured RNA genotype concordance for all pairs of samples with the expectation that the best match for each sample would be from a different tissue belonging to the same mouse. If the best match belonged to a different mouse, the samples were flagged as potential mix-ups. I then examined concordance between RNA and GBS genotypes to reassign mixed-up sample IDs. If I could not resolve the identity of a sample, I discarded its expression data. A total of 108 samples were discarded during this process (33 HIP, 39 STR and 36 PFC). I also discarded expression data for 29 samples whose genotype data was removed during GBS quality control (11 HIP, 9 STR and 9 PFC). The average concordance rate among RNA genotypes derived from the same mouse was 94.6% after error correction, indicating that my approach was successful. Finally, I used correlation-based statistics to identify and remove 12 additional outliers (2 HIP, 3 STR and 7 PFC).

### 3.5.2 Supplementary Figures

### 3.5.3 Supplementary Tables
Figure 3.15: **Summary of eQTLs by brain region.**  
(a) Number of overlapping samples sequenced from each tissue (208 HIP, 169 STR and 185 PFC) after quality control.  
(b) *cis*-eQTLs and (c) *trans*-eQTLs identified in each tissue (FDR=0.05).

Table 3.1: **Master *trans* regulators and their target genes.**  
(The supplementary file associated with this dissertation contains information on master *trans* regulators, or hotspots, including chromosome and position of the eQTL and its target gene, p-values for the strongest *trans*-eQTL SNP, the eQTL tissue, and if the target was also a *cis*-eQTL, its strongest *cis*-eQTL SNP, position, and chromosome is listed along with its *cis* region (1 Mb surrounding the gene’s transcription start and end sites)).
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Figure 3.16: **cis-eQTLs and trans-eQTLs in HIP.** Chromosomes are delineated by green bars on the outer edge of the plot. Each ring inside the circle shows locations of **cis-eQTLs** for HIP, and **trans-eQTLs** (FDR=0.05) are shown inside the circle.
Figure 3.17: **cis-eQTLs and trans-eQTLs in PFC.** Chromosomes are delineated by green bars on the outer edge of the plot. Each ring inside the circle shows locations of cis-eQTLs for PFC, and trans-eQTLs (FDR=0.05) are shown inside the circle.
Figure 3.18: *cis*-eQTLs and *trans*-eQTLs in STR. Chromosomes are delineated by green bars on the outer edge of the plot. Each ring inside the circle shows locations of *cis*-eQTLs for STR, and *trans*-eQTLs (FDR=0.05) are shown inside the circle.
CHAPTER 4
CONCLUSIONS

The broad goal of my work was to identify genes important for mouse behavior and physiology that might also be related to human psychiatric and metabolic disease. I used a simple mouse outbred population, the LG × SM AIL, to map QTLs and eQTLs and integrated these data to identify candidate genes. The Palmer Lab had previously used the AIL as a tool for fine-mapping F2 QTLs, which was its intended purpose [65]. This study demonstrates the utility of the LG × SM AIL as an independent mapping population that can be used to study a wide variety of traits.

I identified 126 QTLs for various behavioral and physiological traits using 1,063 male and female AIL mice from G50-56 with >500,000 genotypes obtained using GBS. I also identified thousands of eQTLs in HIP, PFC and STR in ∼200 mice that were phenotyped and genotyped. This was a key advantage of using the mouse: although it is possible to impute gene expression data [39], obtain post-mortem brain tissue, or use blood or cell lines to map eQTLs in humans, obtaining healthy primary tissue from the same individuals that were phenotyped and genotyped in human GWAS is not currently possible.

First, I will briefly list advantages and limitations of using GBS to genotype the AILs. Then I will discuss some of our findings and their implications, including replication of an association between Csmd1 and locomotor activity identified in G34. In Chapter 1, I discussed how the balance between power and precision in an AIL could be used to circumvent some of the challenges inherent to GWAS in unrelated humans. Here I discuss the differences I observed between the LG × SM AIL and human genetic architectures and list reasons that might explain why QTL effect sizes in AILs (and model organisms in general) tend to be higher than those identified in humans.
4.1 GBS as a genotyping strategy in large samples of outbred mice

The use of the LG × SM AIL as an independent mapping population was made possible by GBS, which allowed me to inexpensively genotype a large sample of mice. The availability of the LG and SM genomes also enabled me to obtain a large number of SNPs (4.4 million before quality control and pruning for LD) with half the sequencing depth used in a previous study of commercially outbred mice. Even before imputation, GBS yielded double the number of informative SNPs typed on the GigaMUGA (the most comprehensive genotyping array available for the mouse) at approximately half the cost. Processing GBS data is not trivial: even with the simple genetic background of an AIL, GBS required greater bioinformatic expertise and computational effort than would have been required by an array. However, for many researchers (particularly those studying mouse strains with SNPs that are not well-represented on the GigaMUGA), the advantages of a high-throughput, low-cost genotyping strategy may outweigh the computational expense of GBS.

4.2 An integrative analysis of QTLs and eQTLs identified several candidate genes

I expected to have high mapping resolution in the AIL, but recognized that proximity to a QTL would be insufficient to determine causality even if I had achieved gene-level resolution. Gene expression studies provide a way to connect QTLs to molecular mechanisms. I used overlap of eQTLs and QTLs to identify candidate genes for behavior, body weight and muscle weight, demonstrating the utility of integrating gene expression data with QTLs in the mouse. I also identified thousands of cis-eQTLs and trans-eQTLs, including a trans-eQTL hotspot on chromosome 12 that regulated the expression of 85 genes.

For some candidate QTL genes, there was prior evidence of association with the trait of
interest, as for *Tub* (Figure 3.13) and *Upp2* (Figure 3.11), which were associated with body weight, or for *Oprd1* (Figure 3.2) and locomotor behavior. In other cases, eQTLs helped me to identify genes with less obvious connections to my traits of interest. For example, I found eight body weight QTLs that mapped to a missense mutation in *Tpp1* (Figure 3.13). In humans, mutations in *Tpp1* prevent its protein from degrading lipid molecules, causing them to accumulate in various tissues; mutations in *Tpp1* also cause late-infantile neuronal ceroid lipofuscinosis, a neurological disorder [338,339]. These results could suggest that the role of *Tpp1* in regulating lipid accumulation is also important for obesity.

I also demonstrated that integrating QTLs and eQTLs is useful for developing mechanistic hypotheses about how genes might function to influence organism-level phenotypes. For example, I used overlap of our data and differentially expressed genes identified in LG and SM soleus [215] and TA [181] to identify three new candidate genes for muscle growth, *Astn2*, *Nln*, and *Trappc13*. An regulatory region upstream of *Astn2* is 16 bp longer in SM than in LG [193], suggesting that the difference in its expression could be due to a difference in gene regulation. Targeted mutations could be used in future studies to test the hypothesis that this regulatory region affects the expression of *Astn2* and determine whether or not it has a functional impact on skeletal muscle.

I also identified QTLs that contained several interesting genes, as for QTLs on chromosomes 7, 17, and 18 for startle. Several genes within these QTLs were involved in functions relevant to the brain, making it difficult to select candidates. However, I speculate that the presence of genes related to glutamatergic transmission, cell adhesion and signaling, neuron development, and neurotransmission within the startle QTLs (e.g. *Grm4*, *Grm5*, *Ctnna1*, *Homer2*, *Cdkn1a*, *Ip6k3*, *Pacsin1*, *Lemd2*, and the *Pcdh* gene cluster) could suggest that a network of genes is regulating the phenotype. A dysregulated network might also explain why many different behavioral QTLs were identified at the same locus on chromosome 17.

Similarly, the convergence of *cis*-eGenes, *trans*-eGenes, and *trans*-eQTLs at the body
weight locus on chromosome 7 (Figure 3.13) was intriguing because several of the associated factors (e.g. Tub, Gnb1, Gucy1a2, Crebbp) have been identified in human GWAS for obesity and body mass index [341, 343, 344]. It would be interesting to disentangle the effects underlying the QTLs on chromosomes 17 and 7 in future experiments. The chromosome 17 QTL could potentially provide insight into a variety of different behaviors, and the body fat locus on chromosome 7 may be useful for understanding human obesity. I suggest that a network-based approach integrating gene expression and proteomic data could be useful to explore these associations in future studies. I collected liver and kidney samples from the mice in this study, but to date, these have not been studied. These tissues could provide a starting point for exploring LG × SM physiology in greater detail.

4.3 Replication of an association between Csmd1 and locomotor activity identified in G34

I replicated several QTLs identified in G34, one of which was Csmd1, a large protein-coding gene on chromosome 8 that I identified in association with saline activity [75]. Replication of GWAS is considered a necessary step in the field of human genetics. In model organisms, replication can be accomplished using the same standard, or by directly manipulating the implicated gene and observing the effects on the relevant phenotype. I performed both types of replication studies: I established that the same association is observed in G50-56 mice, and data from Csmd1 knockout mice demonstrates that the null allele recapitulates the phenotype [313]. Thus, I have replicated our previous GWAS finding using two complimentary approaches, which together reflect the power of a model system.

Interestingly, neither Distler et al. distler2012 nor Steen et al. [314] found an effect of Csmd1 on PPI in knockdown mice. PPI is a robust intermediate phenotype for schizophrenia [46]. Thus, this result was somewhat disappointing, as identifying an effect of Csmd1 on PPI might have provided a system to study how the alterations in sensorimotor gating influences
psychiatric disease. However, the identification of a QTL for PPI in this sample suggests that the LG and SM inbred strains might provide a more fruitful genetic background for future studies of \textit{Csmd1} in mutant mice.

### 4.4 Genetic architecture of complex traits in model organisms and humans

Why are QTL effect sizes in the LG $\times$ SM AIL (and model organisms in general) larger than the effect sizes typically observed in humans? One explanation is that the higher effect sizes observed model organisms are due to the combined effects of multiple factors in LD. While this could be true, it assumes that the causal alleles within the QTL affect the trait in the same direction, which is impossible to know without fine-mapping or performing additional experiments.

Instead, I argue that the discrepancy in QTL effect sizes observed in humans and model organisms can be explained by major differences in the genetic background of the two systems. For example, model organism populations do not experience the same selective pressures as human populations. That is, the traits in this study are not expected to be under positive or negative selection (recall that for the LG $\times$ SM AIL, population size and mate pairs are predetermined in each generation, and mice are provided food and shelter). However, this is not necessarily true for mutations related to disease in human populations, which would tend to remain rare if their individual effects on fitness were sufficiently large. Indeed, the ability of GWAS to identify causal loci for a given trait depends on genetic diversity, allele frequencies, and environmental factors. All of these variables can be controlled to a greater extent in model organisms than they can in humans, which can influence the number and magnitude of effects that can possibly be detected by GWAS.

In human populations, which have high genetic diversity, there are a very large number of variants that could possibly affect a given trait. The number of loci identified in human
GWAS increases linearly with sample size, but the proportion of trait heritability explained by individual variants has increased at a decelerating rate, since variants identified in larger studies tend to have smaller effects [346]. Because an AIL is derived from an F2 cross, its genetic diversity is limited to polymorphisms segregating between the parental strains. Thus, it may not be possible to detect the effects of loci with the potential to influence a trait if they were not polymorphic in the founders. However, the number of variants that could possibly influence a trait in an AIL is limited the to the number of SNPs segregating between the founders (∼4 million in LG and SM), all of which are biallelic. Therefore, the proportion of phenotypic variance caused by genetic factors may be distributed across a smaller number of alleles, and individual effect sizes may be be larger. Of course, if trait heritability is low and the genetic architecture is highly polygenic, it will remain difficult to detect QTLs, but in general, restricting the search space to a few million variants will tend to increase power.

Another important corollary of low genetic diversity in an AIL is that rare alleles are virtually nonexistent. Having many observations for each allele or genotype class at a locus enhances power to detect phenotypic differences. This is because more observations leads to less variance around the mean phenotype for each allele or genotype, thereby allowing larger genetic effects to be observed (Figure 2.3).

A greater ability to control environmental variables in model organisms could also explain why smaller effect sizes are observed in humans. In addition, crosses between inbred strains are designed to maximize phenotypic variability (much like GWAS that sample individuals at the opposite extremes of the phenotypic spectrum). Thus, for certain traits, such as body size in LG × SM, it may be reasonable to expect larger effects, which could explain our observation that bone length, body weight, and muscle weight tended to have higher heritabilities and stronger QTL effects than the behavioral traits in this study.
4.5 Model organisms and human disease

Model organism research tends to use the gene as the unit of analysis because we assume that this will allow us to generalize from animal to human. However, if there are thousands of genes that all account for some fraction of the phenotype, then this approach may be limited. Accordingly, many have proposed a shift in focus from disease genes to disease networks [11, 262, 346].

It is difficult to predict what impact a candidate gene identified in the mouse might have for human disease, but it is also difficult to predict what impact a candidate gene identified in *humans* might have for human disease. Importantly, genetic studies in humans are essentially descriptive: they generate hypotheses. This is true of GWAS in general and applies equally to model organisms, but there is a crucial difference: model organisms can be used to generate hypotheses about disease mechanisms *and* they provide a system for testing those hypotheses experimentally.

Debates about the role of model organisms in human genetics can continue without end, but they will not enhance our understanding of biology. To learn about biology, we study model organisms, and we study genes; an improved understanding of disease is one consequence of this. Model organisms like the mouse allow us to study gene function within a biological context, the value of which will not cease to be relevant. I agree that a shift in focus from genes to networks is the right approach for thinking about disease, but I argue that in practice, the study of genes, transcripts, and proteins *in vivo* remains the best strategy for exploring disease mechanisms.
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