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“The story so far: In the beginning the Universe was created. This has made a lot of people very angry and been widely regarded as a bad move.”
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5.21 [199] Properties of the secondary vertices reconstructed by the JF algorithm for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets. Shown are (a) the invariant mass of the tracks associated with the reconstructed vertex and (b) the number of two-track vertices reconstructed within the jet. ................................................................. 112

5.22 [199] (a) Light-flavor jet and (b) $c$-flavor jet rejection versus $b$-flavor jet efficiency for the 2015 and 2016 configurations of the MV2 $b$-tagging algorithm is shown evaluated for $t\bar{t}$ events. ................................................................. 113

5.23 [199] The MV2c10 output for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets evaluated with $t\bar{t}$ events. ................................................................. 114

5.24 [210] The data/simulation scale factors for the MV1 algorithm at 70% $b$-jet tagging efficiency. The error bars show the statistical uncertainties while the green band indicates the total uncertainty. Please note that the algorithm here is different from the MV2 algorithm used in this thesis analysis. The performance studies for the current algorithm are still being done. ................................................................. 115

5.25 [211] Total uncertainty in the efficiency scale factor for “medium” muons as a function of $p_T$ as obtained from $Z \rightarrow \mu\mu$ (solid lines) and $J/\Psi \rightarrow \mu\mu$ (dashed lines) decays. The combined uncertainty is the sum in quadrature of the individual contributions. ................. 118

5.26 [218] The distribution of reconstructed track soft-term $E_{T}^{miss}$ is shown for (a) $Z \rightarrow \mu\mu$ topologies and (b) $W \rightarrow e\nu_e$ topologies. The agreement between data and simulation for $W \rightarrow e\nu_e$ is notably worse with respect to $Z \rightarrow \mu\mu$ in the low $E_{T}^{miss}$ region likely due to the missing QCD multijet background not included in the studies. .......... 122

6.1 A feynman diagram of the two-body decay of a neutral pion $\pi^0$ to two photons $\gamma$ in the (a) lab frame and (b) rest frame. ................................................................. 123

6.2 [219] The angular separation between the (a) W boson and $b$-quark in top decays and (b) light quarks in W boson decays as a function of the $p_T$ of the parent particle. Both distributions are at the generator level and do not include effects due to initial and final-state radiation, or the underlying event. ................................................................. 126

7.1 The decay topology in the off-shell Gtt simplified model. ................................................................. 135
7.2 Distributions of the $\Delta \phi_{4j}^{\text{min}}$ variable before and after jet smearing is applied for 2015-2016 data using a 0-lepton preselection, without the $\Delta \phi_{4j}^{\text{min}}$ selection applied. The top panel shows the distribution in log-scale of the number of events in each bin of $\Delta \phi_{4j}^{\text{min}}$. The second panel shows the background composition with each background contribution some fraction of the total background. The third panel shows the data/MC ratio where data is compared to the total estimated, pre-fit background. Looking at the background composition, it is clear that the multi-jet background (red) is reducible, as is evidenced by a $\Delta \phi_{4j}^{\text{min}} > 0.4$ selection that can be applied.

7.3 Efficiency of the 2015 $E_T^{\text{miss}}$ trigger for different requirements on the leading jet $p_T$. The muons are subtracted from $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. The reference trigger used to select events is HLT$_{\mu 26 \text{medium}}$. The muons are subtracted from $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. The reference trigger used to select events is HLT$_{\mu 26 \text{ivarmedium}}$. One of the triggers used in the analysis for early 2016 data is shown here: HLT$_{xe100 \text{mht} \text{L1XE50}}$.

7.4 Efficiency of the various 2016 $E_T^{\text{miss}}$ triggers as a function of the offline $E_T^{\text{miss}}$. The muons are subtracted from $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. The reference trigger used to select events is HLT$_{\mu 26 \text{ivarmedium}}$. One of the triggers used in the analysis for early 2016 data is shown here: HLT$_{xe100 \text{mht} \text{L1XE50}}$.

7.5 Distributions of discriminating variables for events passing the 0-lepton preselection criteria. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $t\bar{t}t\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.

7.6 Distributions of discriminating variables for events passing the 1-lepton preselection criteria, after applying the kinematic reweighting to the $m_{\text{eff}}$ distribution described in the text. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $t\bar{t}t\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.

7.7 A diagramatic overview of how the different regions SR, CR, and VR are defined for the cut-and-count analysis.
7.8 Significance of optimal cuts (fig. 7.9) for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\tilde{\chi}_1^0$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The Run-2 limit from my first paper on this search at 3.6 fb$^{-1}$ is overlaid in red [226]. The significance reported is an estimate of the CLs method using BinomialExpZ of RooStats [236, 237]. This significance represents the discriminating power the optimal cut has in each mass point.

7.9 Optimal cut values for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\tilde{\chi}_1^0$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The kinematic variables were scanned over the values defined in table 7.2, a significance for each combination of selections was computed, and the selection that provided maximum discriminating power in each mass point is plotted. Each plot represents the cut applied to the kinematic variable (a) $m_{\text{eff}}$, (b) $M_{\Sigma J}$, (c) $E_{\text{T}}^{\text{miss}}$, (d) $N_{b\text{-jets}}$. 
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8.1 Results of the background-only fit extrapolated to the validation regions of the cut-and-count analysis. The $t\bar{t}$ normalization, $\mu_{t\bar{t}}$, is obtained from the fit to the control regions shown in fig. 7.26. The upper panel shows the observed number of events and the predicted background yield. All uncertainties are included in the uncertainty band. The background category $t\bar{t}+X$ includes $t\bar{t}+W/Z$, $t\bar{t}+H$ and $t\bar{t} t\bar{t}$ events. The lower panel shows the pulls in each validation region. 

8.2 Results of the background-only fit extrapolated to the unblinded signal regions of the cut-and-count analysis. The $t\bar{t}$ normalization, $\mu_{t\bar{t}}$, is obtained from the fit to the control regions shown in fig. 7.26. The data in the signal regions are not included in the fit. The upper panel shows the observed number of events and the predicted background yield. All uncertainties are included in the uncertainty band. The background category $t\bar{t}+X$ includes $t\bar{t}+W/Z$, $t\bar{t}+H$ and $t\bar{t} t\bar{t}$ events. The lower panel shows the pulls in each signal region.

8.3 Example Poissonian probability density functions for background (blue) and signal+background (red) hypotheses for 10 observed events (black line). In this example, $p(10|b) = 0.018$ and $p(10|s+b) = 0.125$. The observed data is more likely under the $s+b$ hypothesis than background-only.

8.4 Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.

8.5 [248, 249] Exclusion limits at 95% CL based on 13 TeV data for (a) ATLAS and (b) CMS in the $(\tilde{g}, \tilde{\chi}_1^0)$ mass plane for different simplified models featuring the decay of the gluino to the lightest supersymmetric particle (lightest neutralino or gravitino) either directly or through a cascade chain featuring other SUSY particles with intermediate masses. For each line, the gluino decay mode is reported in the legend, along with the arXiv reference, and it is assumed to proceed with 100% branching ratio. Some limits depend on additional assumptions on the mass of the intermediate states, as described in the references provided in the plot (ATLAS [250, 180, 251, 252, 253, 254, 255]; CMS [256, 257, 258, 259, 260, 261]). The search presented in this thesis is shown in magenta for ATLAS.

8.6 For the Gtt 0-lepton boosted region, (a) signal acceptance at truth level, (b) signal acceptance $\otimes$ efficiency at the reconstruction level, and (c) calculated signal efficiency are shown in the $(\tilde{g}, \tilde{\chi}_1^0)$ mass plane. The $z$-axis represents the value of each bin in units % with 0% being yellow, and 100% (25% for acceptance) being green.
9.1 Illustration of a simulated large radius anti-$k_t$ jet, with $R = 1.0$ from a top quark produced in a $Z' \to t\bar{t}$ decay with $m_{Z'} = 1.75$ TeV. The (a) event display and (b) parton shower history for an example decay. Subjets are identified by a particular color in the event display: W boson (red), b-jet (green), top radiation (yellow), and initial state radiation (blue). Shown is a black circle representing the size of the $R = 1.0$ anti-$k_t$ offline jet that is clustered and can capture the full information of the top decay and a dashed, purple rectangular window of size $0.8 \times 0.8$ representing the L1 trigger sliding window algorithm for identifying energy above a fixed threshold.

9.2 Jet mass for leading $p_T$ anti-$k_t$ trimmed jets with $R = 1.0$, $|\eta| < 1.2$, and $p_T > 350$ GeV. Here, “contained” refers to events having a hadronically-decaying top quark $t$ with collimated daughter particles at the truth level (all three daughter quarks $q_i \equiv bq\bar{q}$ satisfy $\Delta R(q_i, t) < 1.0$). The shaded band represents the bin-by-bin statistical uncertainty in monte-carlo simulation.

9.3 A distribution of the angular variable $\Delta R$ between the leading jet in the event and the leading gTower in the event for monte-carlo simulated $t\bar{t}$ samples with $\langle \mu \rangle = 80$ at a center-of-mass energy of $\sqrt{s} = 14$ TeV. A majority of towers are found within $\Delta R < 1.0$ of the reconstructed, isolated offline jet in the event.

9.4 A canonical example that demonstrates the algorithms in the preceding subsections.

9.5 No gTowers were found for the given threshold of 20 GeV.

9.6 Overlapping gTowers with $E_T > 20$ GeV showing that even a crude version of a clustering algorithm is still able to identify at least two jets at almost identical locations.

9.7 Example distributions of reconstructed, uncalibrated, leading, anti-$k_t$ $R = 1.0$ offline jet $p_T$ (a) without a trigger selection applied and (b-d) a requirement on the leading gTower $E_T$. Offline jets are matched to the leading gTower in an event, so this amounts to an event-level trigger selection. The y-axis is the number of events. Turn-on curves from dividing each trigger-selected distribution by the denominator (no selection) is shown in fig. 9.8.
9.8 Example turn-on curves of reconstructed, uncalibrated, leading, anti-$k_t$ $R = 1.0$ offline jet $p_T$ with a requirement on the leading gTower $E_T$. Offline jets are matched to the leading gTower in an event, so this amounts to an event-level trigger selection. The $y$-axis is the efficiency of the trigger. These curves were calculated from distributions in fig. 9.7.

9.9 Example turn-on curves of different triggers to understand the impact of changes in the gFEX jet reconstruction algorithms for monte-carlo simulated $t\bar{t}$ events with center-of-mass energy $\sqrt{s} = 14$ TeV, requiring the leading trigger jet to have $p_T > 140$ GeV. The gFEX jet reconstruction algorithm is seeded by a 15 GeV gTower to form gFEX trigger jets. The green curve represents the efficiency of this standard reconstruction. The red curve represents the efficiency of the trigger jets, after they have been corrected for estimated pile-up energy density in the event, described more in section 9.4.1. Because there was an observed shift in the location of the trigger curve, the blue curve represents the efficiency using uncorrected trigger jets, but tightens the trigger selection from 140 GeV to 240 GeV (a shift of 98 GeV), to closely match the location of the red curve and understand the impact on the resolution of the trigger. Each turn-on curve is parameterized by the resolution $w$ and the plateau $x_{0.95}$. green is $(w, x_{0.95}) = (31.1, 179.3)$, blue is $(w, x_{0.95}) = (40.7, 299.4)$, and red is $(w, x_{0.95}) = (53.9, 316.8)$.

9.10 [265] Per-jet efficiency turn-on curves in Monte Carlo (MC) simulation for multiple Phase I upgrade Level-1 jet trigger options. A global feature extraction (gFEX) reconstruction algorithm (closed red markers, left) from the TDAQ Phase I Upgrade Technical Design Report (TDR) [175] with a 140 GeV threshold is compared to full simulation of the Run I Level-1 calorimeter jet trigger (open blue markers, left and right) with a 100 GeV threshold. The gFEX reconstruction implements a simple seeded cone algorithm with a nominal radius of $R = 1.0$ and with a seed selection of 15 GeV applied to calorimeter towers with area $0.2 \times 0.2$ in $\eta \times \phi$. The 140 GeV gFEX trigger threshold is chosen to match the L1 J100 single subjet turn-on curve. Pair-produced top quark monte-carlo simulation samples are simulated with a pile-up level equivalent to an average number of interactions per bunch-crossing $\langle \mu \rangle = 80$. For each algorithm, the efficiency curves are shown as a function of the offline trimmed anti-$k_t$ $R = 1.0$ jet $p_T$ with different offline subjet multiplicities. The trimming parameters specify that any subjets with a $p_T$ fraction of the original jet less than 5% are to be discarded. The subjets are defined using the $k_t$-clustering algorithm with a nominal radius parameter of $D = 0.3$. For subjet counting, the subjets are required to have a subjet $p_T > 20$ GeV. The offline trimmed jets are required to be isolated from any other offline jet by at least a radial distance of $\Delta R > 2.0$ rad and to be within the pseudorapidity range $|\eta| < 2.5$. The turn-on curves measure per-jet efficiencies after requiring a that the the Level-1 gFEX jet be within $\Delta R < 1.0$ of the offline trimmed jet.

9.11 Distributions of truncated-mean-based online pile-up calculation using gTowers across different $\eta$ ranges compared to offline pile-up (blue) for monte-carlo simulated $t\bar{t}$ events with $\langle \mu \rangle = 80$ at center-of-mass energy $\sqrt{s} = 14$ TeV. While the scale is not important as this can be calibrated later, the width of each distribution is and how well it corresponds to offline. The upper threshold, $X$, also labeled on the plot as $\rho(E_T^{tower} < X \text{GeV})$, is also specified as (a) 3 GeV and (b) 6 GeV.
9.12 [265] Correlation between the offline event energy density $\rho$ [266] on the horizontal axis and a simplified calculation of the event energy density in the L1Calo trigger using gFEX with a truncated-mean-based approach using gTowers with $E_T^{\text{tower}} < 6\, \text{GeV}$ and $-1.6 < \eta < 0.0$. The correlation for (a) $t\bar{t}$ and (b) $ZH \rightarrow \nu\nu b\bar{b}$ events is greater than 90%. Both monte-carlo simulation samples are simulated with average number of interactions $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14\,\text{TeV}$. In each case, the strong correlation means that the average value of $\rho$ measured by the gFEX trigger for a given offline $\rho$ is similar.

9.13 Correlation between isolated offline jet and matched gFEX trigger jet energies for $-1.6 < \eta < 0.0$ in a monte-carlo simulated $t\bar{t}$ sample with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14\,\text{TeV}$. The correlations are shown (a) before and (b) after pile-up mitigation is applied. The trigger jets were seeded using towers with $E_T > 15\,\text{GeV}$ and the truncated-mean-based pile-up $\rho_{\text{online}}$ was calculated using towers with $E_T < 6\,\text{GeV}$ which was optimized. The white circles represent the average trigger jet energy in each offline jet bin.

9.14 Correlation between isolated offline jet and the energy resolution of the matched gFEX trigger jet is shown for $-1.6 < \eta < 0.0$ in a monte-carlo simulated $t\bar{t}$ sample with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14\,\text{TeV}$. The resolutions are shown (a) before and (b) after pile-up mitigation is applied. The trigger jets were seeded using towers with $E_T > 15\,\text{GeV}$ and the truncated-mean-based pile-up $\rho_{\text{online}}$ was calculated using towers with $E_T < 6\,\text{GeV}$ which was optimized. The white circles represent the average resolution in each offline jet bin. The resolution of the trigger jet energy is defined as a measure of the difference with respect to the matched offline jet compared to the energy of the offline jet.

9.15 $Y$-axis Projections of the resolution plots in fig. 9.14 for selected offline jet $p_T$ ranges: 170–180 GeV, 200–220 GeV, and 300–350 GeV. This was done on monte-carlo simulated $t\bar{t}$ events with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14\,\text{TeV}$. The projections are shown (a) before and (b) after pile-up mitigation is applied. Each legend also reports the full-width half-max (FWHM) of a Gaussian fit to each of the projections, a smaller value being a stronger resolution.

9.16 Correlation showing the amount of pile-up energy density subtracted from a given trigger jet as a function of the matching, isolated offline reconstructed jet for $-1.6 < \eta < 0.0$. This was done on monte-carlo simulated $t\bar{t}$ events with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14\,\text{TeV}$. For offline jets below 200 GeV, there are usually not enough energetic gTowers around the seeded tower with $E_T > 15\,\text{GeV}$ to be included in the reconstruction and so those associated, lower energy trigger jets tend to be smaller in area as they have less towers and so the correction falls off with energy. At a certain point, the correction is approximately the same which is the “full-occupancy” trigger jet with all gTowers within $\Delta R < 1.0$ of the seed participating in the reconstruction. For enough energy,
9.17 Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on $w$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the large-R $R = 1.0$ anti-$k_t$ isolated offline jet matched to the given trigger jet for a trigger jet requirement of 140 GeV.

9.18 Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on $w$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the large-R $R = 1.0$ anti-$k_t$ isolated offline jet matched to the given trigger jet for a trigger jet requirement of 140 GeV. An additional selection on the mass of the offline jet is required to be within 50–100 GeV to enhance hadronic $W$-bosons.

9.19 Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on $w$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the large-R $R = 1.0$ anti-$k_t$ isolated offline jet matched to the given trigger jet for a trigger jet requirement of 140 GeV. An additional selection on the mass of the offline jet is required to be within 100–200 GeV to enhance hadronic tops.

9.20 Correlations of the energy between leading gTower and the matched offline jet’s leading subjet for (a) QCD multijet and (b) $t\bar{t}$ monte-carlo simulated events with $\langle \mu \rangle = 80$ at a center-of-mass energy of $\sqrt{s} = 14$ TeV. The trigger jets are seeded with gTowers with $E_T > 15$ GeV and pile-up corrected using an upper threshold of 6 GeV. Notice that there is a nice average linearity and a relatively strong correlation ($\approx 85\%$) for both monte-carlo samples. For multijet events, the leading gTower contains a majority of the energy of the offline jet, while for $t\bar{t}$ this is lower as expected for jets with significant substructure and energy spread out more.

9.21 Distributions of the (a) gTower energy and (b) fraction of gFEX trigger jet energy carried by each of the leading towers in the given jet. The $y$-axis is exclusive binning in the number of subjets of the matched, isolated, reconstructed offline jet. Dashed lines connect points which map the same type of gTower to understand the trends of the leading, subleading, etc. gTowers as you require more and more substructure in the offline jet. Each distribution of gTower energies for an offline subjet selection is fitted to a Gaussian and the mean is extracted and drawn as the marker, while the standard deviation is extracted and drawn as error bars.

9.22 This is a plot of the (a) fake rate of dijet samples and (b) efficiency of the $t\bar{t}$ samples for monte-carlo simulated events with $\langle \mu \rangle = 80$ and a center-of-mass energy $\sqrt{s} = 14$ TeV. (a) is the background fake rate where a gFEX trigger jet $E_T$ selection is applied to the denominator and numerator and a “subtower” multiplicity is applied to the numerator. (b) is the signal efficiency where the offline selection detailed in the plot is applied to the numerator and denominator and the trigger selection listed is applied to the numerator.
9.23 The signal efficiency is shown as a function of the background “fake rate” from fig. 9.22.
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ABSTRACT

The Large Hadron Collider (LHC) operates at the highest energy scales ever artificially created in particle collision experiments with a center-of-mass energy $\sqrt{s} = 13 \text{ TeV}$. In addition, the high luminosity allows the unique opportunity to probe the Standard Model at the electroweak scale and explore for rare signs of new physics beyond the Standard Model. The coupling of the third-generation top quark to the Higgs boson introduces large, quadratic, radiative corrections to the Higgs mass, requiring a significant amount of fine-tuning that results in a nearly perfect correction of the Higgs mass from the Planck scale to the observable electroweak scale. A possible solution to the naturalness problem proposes a collection of supersymmetric partners to the Standard Model particles with the mass of lightest particles at the electroweak scale: the gluino, the stop squarks, and the lightest supersymmetric particle. This thesis presents the results of a search for gluino pair production decaying via stop squarks to the lightest neutralino in hadronic final states using a total integrated luminosity $36.1 \text{ fb}^{-1}$ of data collected with the ATLAS detector in 2015 and 2016. This analysis considers a simplified supersymmetry model targeting extreme regions of the phase space with large missing transverse momentum, multiple $b$-tagged jets, and several energetic jets. No excess is observed and limits on the gluino mass are set at the 95\% CL, greatly extending the previous results in 2012 from $1.4 \text{ TeV}$ to $1.9 \text{ TeV}$. The increase of the LHC luminosity also poses challenges to the current trigger system in the ATLAS detector necessitating planned upgrades. One of the upgrades for the trigger system is the Global Feature Extractor (gFEX) which aims to recover lost efficiency in boosted hadronic final states by identifying large radius jets produced by top quarks, Higgs, Z and W bosons which are critical for future ATLAS physics programs. This module is a unique board with 3 processor FPGAs for data processing and an embedded multi-processor system-on-chip for slow-control and monitoring. This thesis will also describe the work on developing this hardware and several physics upgrade studies on the trigger performance.
Chapter 1

INTRODUCTION

All matter interacts via the four fundamental forces: gravitational, electromagnetic, weak, and strong; at least up to the scale of the weak interactions. Gravity is very well-described by Einstein’s theory of General Relativity. The remaining three forces are described by a group of theories that describe fundamental particle physics and the interactions of all known elementary particles, the Standard Model. Formulated over the last century, this theory was kickstarted by Sheldon Glashow’s [1] discovery of combining electromagnetic and weak interactions in 1961. The Standard Model has stood up to rigorous testing by many experiments and shown to be robust. However, this is not a complete model given the success so far, as certain assumptions are still made that need to be reconciled. Chapter 2 introduces the theories of the Standard Model and motivates the search for new physics. Chapter 3 introduces the Large Hadron Collider and the ATLAS detector, and its role in enabling searches for physics beyond the Standard Model. Chapter 4 discusses the current limitations in recording all of the data produced by the collider and the ATLAS detector’s solution to managing this enormous influx of data. This chapter finishes off with an introduction of the necessary instrumentation upgrades for the ATLAS detector in parallel with the upgrades to the collider. At this point the reader will have a broad understanding of the fundamental interactions of particles, designing a massive and complex hardware system that enables us to probe for new physics, and being able to record all of the raw data of proton-proton collisions. But now, we must be like Sherlock Holmes, using the footprints of the collision data to look for patterns to reconstruct a picture of the original collision and what happened. Chapter 5 explores the many tried-and-proven techniques used by the ATLAS collaboration to reconstruct many of these fundamental particles. The energy scale of the proton-proton collisions at the ATLAS detector produces showers of Lorentz-boosted partons that form massive hadrons with interesting substructure, a tell-tale signature of many beyond the Standard Model theories, necessitating specialized reconstruction techniques described in chapter 6. Chapter 7 applies these boosted reconstruction techniques to a particular search for gluinos, a new theoretical particle whose existence at the electroweak scale could help
answer some questions about the Standard Model. The results of the search for gluinos is detailed in chapter 8. This search, and many others, can benefit from the future upgrades of the ATLAS detector whose physics impact is being studied in chapter 9 to enhance the detector’s sensitivity to these boosted objects that are copiously produced. Finally, chapter 10 provides some concluding remarks about the search for new physics and the exciting outlook of the LHC physics program.
Chapter 2

STANDARD MODEL (AND BEYOND!)

The Standard Model (SM) is a set of theories that describe fundamental particle physics and the interactions of all known elementary particles, except gravity\(^1\). Kickstarted by Sheldon Glashow’s \([1]\) discovery of combining electromagnetic and weak interactions in 1961, it has evolved since then into its current form that we know today. Many precision analyses have been performed at many particle physics experiments such as AGS, E288, PETRA, UA1, D0, DONUT, and the experiments at the Large Hadron Collider (LHC) (see table 2.2). All of these experiments have measured the cross-section for various processes and show good agreement to the predictions of the Standard Model. For example, fig. 2.1 describes the production cross-section measurements measured by the ATLAS detector compared to theoretical expectations for common decay processes. The data/theory ratio are shown on the right side of the figure and serve to show how successful the Standard Model has been. However, it had posed a few problems such as requiring spontaneous symmetry breaking in order to explain the heavy masses of the bosons that mediate the weak interactions (see section 2.1.2). The Higgs boson, discovered in 2012 \([2]\), explained this missing piece.

Section 2.1 will provide background information about the Standard Model, the theories, and its particles. There are still many other puzzles of the Standard Model that need to be reconciled and will be discussed in section 2.2, thanks in large part due to \([3, 4]\).

2.1 The Standard Model

The SM is the most comprehensive quantum field theory of particle physics today. It encompasses a single, concise model made of up two theories: the Glashow-Weinberg-Salam theory of QED (section 2.1.2) which describes the electromagnetic and weak nuclear forces and QCD (section 2.1.3)

\(^1\)As far as we know, gravity is too weak to play any significant role in ordinary particle processes.
Figure 2.1: [5] Summary of several Standard Model total and fiducial production cross section measurements, corrected for leptonic branching fractions, compared to the corresponding theoretical expectations. All theoretical expectations were calculated at next-to-leading-order (NLO) or higher. The dark-color error bar represents the statistical uncertainty. The lighter-color error bar represents the full uncertainty, including systematics and luminosity uncertainties. The data/theory ratio, luminosity used and reference for each measurement are also shown. Uncertainties for the theoretical predictions are quoted from the original ATLAS papers. They were not always evaluated using the same prescriptions for PDFs and scales. The Wgamma and Zgamma theoretical cross-sections have non-perturbative corrections applied to the next-to-next-to-leading-order (NNLO) fixed order calculations [6]. Not all measurements are statistically significant yet.
which describes the strong nuclear force; with two classes of particles: fermions and bosons. These two theories form the symmetry group of the Standard Model [7, 8, 9, 10]

\[
\text{SU}_C(3) \otimes \text{SU}_L(2) \otimes \text{U}_Y(1).
\]

SU\(_C\)(3) is denoted with a subscript to ensure it is not confused with the non-gauge theory flavor SU(3), SU\(_L\)(2) represents the weak gauge vectors in the theory, and SU\(_Y\)(1) denoting the gauge group of weak hypercharge. As the SM is a quantum field theory, the fundamental objects are quantum fields. These are:

- fermionic fields \(\psi^L, \psi^R\) (for left/right chirality),
- electroweak boson fields \(W^1, W^2, W^3, B\),
- gluon field \(G\),
- and the Higgs field \(\phi\).

For example, the massless electroweak boson fields are given mass due to the Higgs mechanism through mixing, to create physically observable particles[11]

\[
Z = \cos \theta_W W_3 - \sin \theta_W B, \quad (2.2)
\]
\[
A = \sin \theta_W W_3 + \cos \theta_W B, \quad (2.3)
\]
\[
W^\pm = \frac{1}{\sqrt{2}}(W_1 \mp iW_2). \quad (2.4)
\]

In eq. (2.2), \(\theta_W\) is the Weinberg angle or weak mixing angle \(\sin^2 \theta_W = 0.2223(21)\) [12].

Figure 2.2 summarizes the fermions and bosons known today with table 2.2 providing a brief timeline of the discoveries. Table 2.1 summarizes the fundamental forces and how they interact with the different particles of the SM.
Figure 2.2: [13] A diagram of the Standard Model of particles. Shown are three generations of twelve fermions (quarks and leptons), all with spin $\frac{1}{2}$. The five force carriers (bosons) are shown: gluon, photon, W/Z bosons, and the Higgs boson. Also depicted is the graviton, a theoretical mediator of the gravitational force which is not currently in the Standard Model. All gauge bosons, except for the Higgs boson.

<table>
<thead>
<tr>
<th>Property</th>
<th>Gravitational</th>
<th>Weak</th>
<th>Electromagnetic</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acts On Mass-Energy</td>
<td>All quarks, Leptons</td>
<td>Charged</td>
<td>Quarks, Gluons</td>
<td></td>
</tr>
<tr>
<td>Particles Experiencing</td>
<td>Graviton</td>
<td>W/Z bosons</td>
<td>Photons</td>
<td>Gluons</td>
</tr>
<tr>
<td>Particles Mediating</td>
<td>$10^{-41}$</td>
<td>0.8</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Strength at $10^{-18}$ m</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: [14] The strengths of the interactions (forces) are shown relative to the strength of the electromagnetic force for two $u$ quarks separated by $10^{-18}$ m, the scale of quarks.
**Fermions** are spin-$\frac{1}{2}$ particles and follow Fermi-Dirac statistics, **bosons** are integer spin and follow Bose-Einstein statistics. These particles are the result of enforcing the symmetry in eq. (2.1) by introducing fields and interactions as mentioned in table 2.1. Fermions and bosons also have anti-particles of the same mass but opposite quantum charge. The **photon** is a mediator of the electromagnetic force and couples to all fermions with a non-zero electromagnetic charge; itself being massless, neutrally charged, and with spin 1. The electrically-neutral **gluon** is the mediator of the strong force and couples to all fermions with a color charge. The gluon also carries color charge, color/anti-color pair, so it also participates in strong interactions unlike the photon. The color flavor is SU(3) which means given the three colors red-green-blue, there are actually nine possible combinations of color/anti-color but only eight gluons in reality. The ninth possibility is a colorless singlet that is unobservable via strong interaction $(r\bar{r} + g\bar{g} + b\bar{b}) / \sqrt{3}$ and does not exist. Gluons are massless with spin 1. The other nice thing about the color terminology is that all naturally occurring particles are colorless. It’s a nice rule that helps to explain why you cannot make a particle out of two quarks $qq$ or four quarks $qqqq$, but instead see particles like mesons $q\bar{q}$, baryons $qqq$, and the antibaryons $\bar{qqq}$. The **W/Z bosons** are mediators of the weak force and couple to all fermions. The W bosons have electromagnetic charges of $\pm 1$ while the Z boson is electromagnetically neutral, all with spin 1.

Finally, each force has an associated radiation where a real or virtual particle can be emitted. A photon can be radiated through the electromagnetic force, and this is known as bremsstrahlung. A quark can radiate a gluon through the strong force. A similar process can also occur through the weak force where a quark can radiate a W/Z boson [36]. The search presented in this thesis focuses primarily on the strong interaction.

---

2Color does not actually mean “color” as if a quark actually appears red. Physicists would say that a quark has one unit of red-ness, for example.

3Quarks and gluons have different strong coupling strengths, with quark-gluon color factor $C_F = 4/3$ and gluon-gluon color factor $C_A = 3$ [15].

4Total amount of each color is zero or all three colors are present in equal amounts.
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<table>
<thead>
<tr>
<th>What</th>
<th>When</th>
<th>Who</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photon</td>
<td>1895</td>
<td>Wilhelm Röntgen</td>
<td>[16]</td>
</tr>
<tr>
<td>Electron</td>
<td>1897</td>
<td>J.J. Thomson</td>
<td>[17]</td>
</tr>
<tr>
<td>Proton</td>
<td>1919</td>
<td>Ernest Rutherford</td>
<td>[18]</td>
</tr>
<tr>
<td>Neutron</td>
<td>1932</td>
<td>James Chadwick</td>
<td>[19]</td>
</tr>
<tr>
<td>Muon</td>
<td>1937</td>
<td>Seh Neddermeyer, Carl Anderson</td>
<td>[20]</td>
</tr>
<tr>
<td>Electron neutrino</td>
<td>1956</td>
<td>Clyde Cowan, Frederick Reines</td>
<td>[21]</td>
</tr>
<tr>
<td>Muon neutrino</td>
<td>1962</td>
<td>BNL (AGS)</td>
<td>[22]</td>
</tr>
<tr>
<td>Up Quark</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Down Quark</td>
<td>1969</td>
<td>SLAC</td>
<td>[23, 24]</td>
</tr>
<tr>
<td>Strange Quark</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charm Quark</td>
<td>1974</td>
<td>SLAC and MIT</td>
<td>[25, 26]</td>
</tr>
<tr>
<td>Tau</td>
<td>1975</td>
<td>SLAC-LBL</td>
<td>[27]</td>
</tr>
<tr>
<td>Bottom Quark</td>
<td>1977</td>
<td>Fermilab (E288)</td>
<td>[28]</td>
</tr>
<tr>
<td>Gluon</td>
<td>1979</td>
<td>DESY (PETRA)</td>
<td>[29]</td>
</tr>
<tr>
<td>W/Z Bosons</td>
<td>1983</td>
<td>CERN (UA1)</td>
<td>[30, 31]</td>
</tr>
<tr>
<td>Top Quark</td>
<td>1995</td>
<td>Fermilab (D0, CDF)</td>
<td>[32, 33]</td>
</tr>
<tr>
<td>Tau Neutrino</td>
<td>2000</td>
<td>Fermilab (DONUT)</td>
<td>[34]</td>
</tr>
<tr>
<td>Higgs Boson</td>
<td>2012</td>
<td>CERN LHC (ATLAS, CMS)</td>
<td>[2, 35]</td>
</tr>
</tbody>
</table>

Table 2.2: The abridged timeline of particle physics discoveries of the fermions and bosons that make up the Standard Model known today.
2.1.1 Spontaneous Symmetry Breaking

Spontaneous Symmetry Breaking (SSB) is the process in which a symmetry of a theory is not realized\(^6\) in the lowest energy configuration (the vacuum expectation value, v.e.v. or vev). The classical example of describing such a situation is to imagine a pencil standing straight up on a table. The pencil is in a state of maximum energy with infinitely many ground states when it is lying horizontal on the table. The high energy state has a symmetry of rotation about the \(z\)-axis, but none of the ground states have this symmetry! So a physicist will say that when the pencil falls over, the rotational symmetry about the \(z\)-axis is “spontaneously broken”.

To explain this with a toy model \([11]\), consider a complex scalar field \(\Phi = (\phi_1 + i\phi_2)/\sqrt{2}\). The Lagrangian density for this is

\[
\mathcal{L} = \partial_\mu \Phi^\dagger \partial^\mu \Phi - m^2 \Phi^\dagger \Phi. \tag{2.5}
\]

If \(\Phi\) is constant, independent of space and time, only the \(m^2 \Phi^\dagger \Phi\) term contributes to the energy. Since the mass, \(m\), is real, \(m^2\) is positive and the energy is a minimum with the trivial solution \(\phi_1 = \phi_2 = 0\). So \(\Phi = 0\) is the ground state. Now, take the same equation but flip the sign in front of \(m^2\) and now the Lagrangian is unstable as it is not bounded from below. One can make this stable again by introducing a term \((m^2/2\phi_0^2)(\Phi^\dagger \Phi)^2\), and then the Lagrangian density is

\[
\mathcal{L} = \partial_\mu \Phi^\dagger \partial^\mu \Phi - V(\Phi^\dagger \Phi), \quad V(\Phi^\dagger \Phi) = \frac{1}{2\phi_0^2} m^2 \left[ \Phi^\dagger \Phi - \phi_0 \right]^2 + \text{constant.} \tag{2.6}
\]

Just like in eq. (2.5), eq. (2.6) has minimum energy when \(\Phi\) is constant (independent of space and time) where \(\Phi^\dagger \Phi = \phi_0\). Instead of a unique field \(\Phi\), there is an infinite number of vacuum states described by \(|\Phi|^2 = \phi_0\). In eq. (2.6), there is a global U(1) symmetry \(\Phi \rightarrow \Phi' = e^{-i\theta} \Phi\) such that

---

\(^{6}\)I say realized, and not “broken”, because I believe the phrase “broken” confuses people. There’s nothing that is broken, but simply “transformed”.
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$\mathcal{L} \rightarrow \mathcal{L}' = \mathcal{L}$. If one picks out a particular direction in $(\phi_1, \phi_2)$ space for which $\Phi$ is real, and take the vacuum state to be $(\phi_0, 0)$, the U(1) symmetry is lost. That is, the Lagrangian has some “global” symmetry that appears to have been lost when a ground state is picked out for the field.

So what does SSB give us? Well, you need to reinterpret the new fields after the loss of the symmetry. To expand about the ground state, the procedure is to put in $\Phi = \phi_0 + (\chi + i\psi)/\sqrt{2}$ for two real scalar fields $\chi, \psi$, so the Lagrangian is now written in two terms: $\mathcal{L} = \mathcal{L}_{\text{free}} + \mathcal{L}_{\text{int}}$ with a free component and an interacting component corresponding to interactions between the free particles. Here

$$\mathcal{L}_{\text{free}} = \frac{1}{2} \partial_\mu \chi \partial^\mu \chi - m^2 \chi^2 + \frac{1}{2} \partial_\mu \psi \partial^\mu \psi,$$

(2.7)

represents the free particle fields and contains terms quadratic in the fields. Notice that in eq. (2.7), there is a $-m^2 \chi^2$ term which implies that the $\chi$ field has a scalar spin-zero particle of mass $m\sqrt{2}$. For the $\psi$ field, there is no corresponding term so it is a massless, scalar, spin-zero particle. $\psi$ is known as a Nambu-Goldstone$^7$ boson which are massless particles that always arise as a result of the loss of a global symmetry [37].

2.1.2 Quantum Electrodynamics (QED)

QED is the oldest and perhaps simplest of the SM theories and has influenced the design of other theories. The QED theory corresponds to the $SU_W(2) \otimes U_Y(1)$ symmetry that is spontaneously broken by the Higgs mechanism providing mass-eigenstates corresponding to the $Z^0, W^\pm$ bosons, and the photon. All electromagnetic and weak phenomena are reducible to fundamental processes in fig. 2.3. To describe more complicated processes, you simply combine two or more replicas of this vertex. Each vertex introduces a factor of $\alpha = 1/137$ which is a small number, so only needs to sum over a smaller number of Feynman diagrams to get a reasonable approximation of the probability

$^7$Yoichiro Nambu was a professor here at the University of Chicago.
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Figure 2.3: The elementary processes of Quantum Electrodynamics. Note that time is horizontal (a convention in ATLAS). In (a), a charged particle, \( f \), enters, emits (or absorbs) a photon, \( \gamma \), and exits. In (b), the \( Z \) boson mediates such processes. In (c), a lepton converts into corresponding neutrino with emission or absorption of \( W^\pm \). These diagrams were made with TikZ-Feynman [38].

In order to describe QED, it will be sufficient to describe the process by which the masses of the electroweak bosons arise through the loss of global symmetries

\[ \text{SU}(2)_L \times \text{U}(1)_Y \rightarrow \text{U}(1)_{EM} \]  

(2.8)

This idea was explored by Yang and Mills in 1954 [39] and will be re-explored here. First, introduce a two-component field \( \Phi = (\Phi_A, \Phi_B) \) where \( \Phi_A = \phi_1 + i\phi_2 \) and \( \Phi_B = \phi_3 + i\phi_4 \). In this case, a simple Lagrangian density that has global \( \text{U}(1) \otimes \text{SU}(2) \) symmetry is described by eq. (2.6). If \( V(\Phi^\dagger \Phi) = m^2 \Phi^\dagger \Phi \), this Lagrangian density would correspond to four independent free scalar fields with the same mass \( m \). In the SM, we need to describe the local symmetries from the global symmetries. Defining \( \tau^k \) as the generators of \( \text{SU}(2) \), which are identical to the Pauli spin matrices in eq. (2.9)

\[ \tau^0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \tau^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \tau^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \tau^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]  

(2.9)

The U(1) transformation, \( \Phi \rightarrow \Phi' = e^{-i\theta \tau^0} \Phi \) requires the introduction of a vector gauge field
$B_\mu(x)\tau^0$ to become a local symmetry

$$B_\mu(x) \rightarrow B'_\mu(x) = B_\mu(x) + \frac{2}{g_1} \partial_\mu \theta, \quad i\partial_\mu \rightarrow i\partial_\mu - \frac{g_1}{2} B_\mu,$$  \hspace{1cm} (2.10)$$

where $g_1$ is a dimensionless parameter of the theory. For SU(2) where $U = e^{-i\alpha^k \tau^k}$ for three real numbers $\alpha^k$ and $\tau^k$ are the generators in eq. (2.9), a vector gauge field $W_\mu^k(x)$ is introduced:

$$W_\mu(x) = W_\mu^k(x)\tau^k, \quad W_\mu(x) \rightarrow W'_\mu(x) = U(x)W_\mu(x)U^\dagger(x) + \frac{2i}{g_2} (\partial_\mu U(x))U^\dagger(x),$$  \hspace{1cm} (2.11)$$

where $g_2$ is another dimensionless parameter of the theory. Finally, one needs to define the covariant derivative $D_\mu$ as

$$D_\mu \Phi = \left[ \partial_\mu + i\frac{g_1}{2} B_\mu + i\frac{g_2}{2} W_\mu \right] \Phi, \quad D'_\mu \Phi' = e^{-i\theta} U D_\mu \Phi.$$  \hspace{1cm} (2.12)$$

So the locally gauge invariant Lagrangian density corresponding to eq. (2.6) is

$$\mathcal{L}_\Phi = (D_\mu \Phi)^\dagger D^\mu \Phi - V(\Phi^\dagger \Phi).$$  \hspace{1cm} (2.13)$$

So now we’re ready to write out the dynamical contribution to the Lagrangian density associated with the gauge fields:

$$\mathcal{L}_{\text{dyn}} = -\frac{1}{4} B_{\mu\nu} B^{\mu\nu} - \frac{1}{8} \text{Tr} (W_{\mu\nu} W^{\mu\nu}),$$  \hspace{1cm} (2.14)$$

with the field strength tensor for $B_\mu(x)$ straightforward to write out. As the SU(2) group is non-
Abelian, $W_{\mu}(x)$ is trickier

$$B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu,$$  \hspace{1cm} (2.15a)

$$W_{\mu\nu} = \left[ \partial_\mu + \frac{ig_2}{2} W_\mu \right] W_\nu - \text{same, but } \mu \leftrightarrow \nu. \hspace{1cm} (2.15b)$$

Now, because of the nice features of the Pauli matrices, specifically that $\text{Tr}(\tau^i)^2 = 2$ and $\text{Tr}(\tau^i \tau^j) = 0, i \neq j$, eq. (2.14) can be written more simply as

$$\mathcal{L}_{\text{dyn}} = -\frac{1}{4} B_{\mu\nu} B^{\mu\nu} - \frac{1}{4} W_3^{\mu\nu} W_3^{\mu\nu} - \frac{1}{2} W_\mu W^{\pm \mu},$$  \hspace{1cm} (2.16)

where the $W$ field has defined complex mixing for convenience

$$W_\mu^{\pm} = \frac{1}{\sqrt{2}} (W_1^\mu - iW_2^\mu), \hspace{1cm} W_\mu^{\pm} \text{ written similarly, and}$$  \hspace{1cm} (2.17a)

$$W_3^{\mu\nu} = \partial_\nu W_\nu^3 - \partial_\nu W_\mu^3 - ig_2 (W_\mu^- W_\nu^+ - W_\nu^- W_\mu^+)$$  \hspace{1cm} (2.17b)

Now, we are at the point with eq. (2.16) to apply the methodology of losing the symmetry as described previously in section 2.1.1. Since there are three real parameters $\alpha^k(x)$ in SU(2), a gauge is chosen such that $\Phi_A = 0$ (two conditions) and $\Phi_B = \phi_0$ is real (one condition). The ground and excited states are then of the form

$$\Phi_{\text{ground}} = \begin{pmatrix} 0 \\ \phi_0 \end{pmatrix},$$  \hspace{1cm} (2.18a)

$$\Phi_{\text{excited}} = \begin{pmatrix} 0 \\ \phi_0 + h(x)/\sqrt{2} \end{pmatrix}, \hspace{1cm} h(x) \text{ is real}$$  \hspace{1cm} (2.18b)

so plugging this into eq. (2.13), one obtains
\[ L_\Phi = \frac{1}{2} \partial_\mu h \partial^\mu h + \frac{g_2^2}{2} W^- W^{\mu \mu} \left( \phi_0 + \frac{h}{\sqrt{2}} \right)^2 + \frac{1}{4} g_1^2 g_2^3 Z_\mu Z^\mu \left( \phi_0 + \frac{h}{\sqrt{2}} \right)^2 \]

\[ - m^2 h^2 + \frac{m^2}{\phi_0 \sqrt{2}} h^3 + \frac{m^2}{8 \phi_0^2} h^4. \]

\[ V(h) \]

\[ V(h) \]

The Higgs potential which takes on the shape of a mexican hat; a local maxima at the origin and the potential drops off before rising up again with a local minima along a circle around the origin. \( A_\mu = W^3_\mu \sin \theta_w + B_\mu \cos \theta_w \) (the orthogonal complement to \( Z_\mu \)) with

\[ \cos \theta_w = \frac{g_2}{\sqrt{g_1^2 + g_2^2}} \quad \text{and} \quad (2.20a) \]

\[ \sin \theta_w = \frac{g_1}{\sqrt{g_1^2 + g_2^2}}, \quad (2.20b) \]

where \( w \) stands for the Weinberg angle. So we have \( L = L_{\text{dyn}} + L_\Phi \) from eqs. (2.16) and (2.19).

Putting it all together and rewriting a little bit\(^8\)

\[ L = \frac{1}{2} \partial_\mu h \partial^\mu h - m^2 h^2 \]

\[ - \frac{1}{4} Z_{\mu \nu} Z^{\mu \nu} + \frac{1}{4} \phi_0^2 (g_1^2 + g_2^2) Z_\mu Z^\mu \]

\[ - \frac{1}{4} A_{\mu \nu} A^{\mu \nu} \]

\[ - \frac{1}{2} \left[ (D_\mu W^\nu_+)^* - (D_\nu W^\mu_+)^* \right] \left[ D^{\mu \nu} W^{+\mu} - D^{\nu \mu} W^{+\nu} \right] + \frac{1}{2} g_2 \phi_0^2 W^- W^{+\mu} \]

\[ + L_{\text{int}} \quad (2.21) \]

\[ \]

\[ \]

where \( Z_{\mu \nu} = \partial_\mu Z_\nu - \partial_\nu Z_\mu \) (\( A_{\mu \nu} \) is written similarly) and \( D_\mu W^\nu_+ = (\partial_\mu ig_2 \sin \theta_w A_\mu) W^\nu_+ \). Looking

\[ ^8\text{It helps to have a really, really big chalkboard here.} \]
at this, one can extract out the masses of the particles associated with the fields:

\[ m_A = 0, \quad (2.22a) \]

\[ m_W = \phi_0 \frac{g_2}{\sqrt{2}} = 80.385 \pm 0.015 \text{ GeV}, \quad (2.22b) \]

\[ m_Z = \phi_0 \sqrt{\frac{g_1^2 + g_2^2}{2}} = 91.1876 \pm 0.0021 \text{ GeV}, \quad (2.22c) \]

\[ m_h = m\sqrt{2} = 125.09 \pm 0.24 \text{ GeV}. \quad (2.22d) \]

From experimental observations [40], we know all of these masses experimentally, including the mass of the Higgs boson found on July 4th, 2012 [2, 35] by the ATLAS and CMS collaborations. Finally, notice that \( \cos \theta_w = m_W/m_Z \) is a reported ratio in PDG [40] as well. So what we’ve seen from basic principles of QED is that starting with a two-component complex field (composed of four real fields), one can find the global symmetry of \( SU(2) \otimes SU(1) \), lose that symmetry locally as in eq. (2.8), trigger the Higgs mechanism, and find a Nambu-Goldstone boson instead. The real, initially-massless fields now gain mass\(^9\) through their interaction with \( h(x) \) and we can write out the interacting portion of the Lagrangian \( L_{\text{int}} \).

\[ 2.1.3 \quad \text{Quantum Chromodynamics (QCD)} \]

QCD is a quantum field theory describing the strong force, governed by the symmetry \( SU_C(3) \)[41, 42]. I will state the Lagrangian density for this theory to illuminate how this compares to eq. (2.21) but the procedure is very similar to QED. In QCD, there are three fields\(^{10}\) for each flavor of quark

\(^9\)Well, except for the massless photon of course. Technically, the photon interacts with the “Higgs doublet” but this is not the component of the Higgs field whose excitations are the Higgs bosons.

\(^{10}\)Read: color.
and are put into color triplets. The top quark, for example, looks like eq. (2.23).

\[
\begin{pmatrix}
t_r \\
t_g \\
t_b
\end{pmatrix}
\]

(2.23)

\[
t = \begin{pmatrix}
t_r \\
t_g \\
t_b
\end{pmatrix}
\]

where \( t_c, \{ c \mid r, g, b \} \) represents the four-component Dirac spinors. You state a local SU(3) transformation under which the theory is invariant \( q \rightarrow q' = U q \). This lets us write down eq. (2.24) where the gluon gauge fields, \( G_{\mu} \), are similar to the weak gauge fields, \( W_{\mu} \), and the covariant derivative \( D_{\mu} = \partial_{\mu} + ig G_{\mu} \) as by Yang-Mills construction [39].

\[
\mathcal{L}_{\text{QCD}} = -\frac{1}{4} \sum_{a=1}^{8} G_{\mu\nu}^a G^{a\mu\nu} + \sum_{f=1}^{6} \left[ \bar{q}_f i \gamma^\mu (\partial_{\mu} + ig G_{\mu}) q_f - m_f \bar{q}_f q_f \right]
\]

(2.24)

\( \mathcal{L}_{\text{gluon}} \) has a sum over the eight gluons of SU\(_C\)(3) and provides the kinetic terms for gluons and their self-interactions as in fig. 2.4c. \( \mathcal{L}_{\text{quark}} \) has a sum over the six flavors of quarks with \( m_f \) the “true” masses given to the quarks by coupling to the Higgs field; and provides the kinetic terms for the quarks and their interactions with gluons.

Any number of interactions may follow from a single initial state, but the probability of a final state occurring decreases as the complexity of the final state increases. A set of Feynman diagrams representing basic strong force interactions is shown in fig. 2.4. The probability of a given Feynman diagram is determined by many factors, including the probabilities of each interaction point, all proportional to the strong coupling constant.

All lowest order QCD diagrams are on the order of \( O(\alpha_s^2) \), such as for example, the Feynman diagram representing the strong force binding two quarks together to make hadrons such as neutrons and protons is shown in fig. 2.5.
Figure 2.4: A few Feynman diagrams of basic QCD interactions to lowest order, including (a) gluon radiation, (b) quark/anti-quark annihilation, (c) gluon splitting, and (d) gluon self-coupling. These diagrams were made with TikZ-Feynman [38].

Figure 2.5: A Feynman diagram at leading order (LO) with probability amplitude proportional to the square of the strong coupling constant. This particular Feynman diagram represents the interaction between quarks that, for example, binds them into hadrons. These diagrams were made with TikZ-Feynman [38].
So it seems that at least up to this point, QCD looks suspiciously like QED, and that’s not an accident. There are some important differences, such as the size of the coupling constants where QED introduces a factor $\alpha_{\text{QED}} = 1/137$ but for QCD, the factor $\alpha_{\text{QCD}} > 1$ is larger\(^{11}\). This was initially a headache as calculations\(^{12}\) beyond NLO would contribute just as equally, if not more. It was found that the strong coupling constant decreases at higher energy scales (or probing smaller distances) and is called a “running coupling constant”\(^{13}\). This discovery by Gross, Wilczek, and Politzer won the Nobel Prize in 2004 [43, 44, 42, 45]. This phenomenon is known as asymptotic freedom, and allows the Feynman diagrams as a legitimate tool for QCD calculations in the high-energy regime. As the energy scale goes up, the strength of the strong force goes down to zero, allowing for perturbative calculations. In the other direction, as the energy scale goes down, a non-perturbative approach needs to be taken as the coupling constant blows up [doi:10.1146]. This will be discussed briefly later in this section. As mentioned in [42, 45], there is a kind of competition between the quark loops and gluon loops in the Feynman diagrams that determines whether the effective coupling constant increases or decreases at short distances. It turns out, compared the coupling constants as a function of the energy scale between QED and QCD, it’s clear to see why the running coupling is different \([46]\) in eq. (2.25).

\[
\alpha_{\text{QED}}(Q^2) = \frac{e^2}{4\pi - \frac{e^2}{3\pi} \ln \left( \frac{Q^2}{4\alpha_{\text{QED}}^2} \right)} \quad \text{and} \quad \alpha_{\text{QCD}}(Q^2) = \frac{g^2}{4\pi - \frac{g^2}{4\pi n_c} \left[ 2n_f - 11n_c \right] \ln \left( \frac{Q^2}{\lambda^2} \right)} \quad (2.25a)
\]

The special piece to notice is in the denominator of $\alpha_{\text{QCD}}$ in eq. (2.25) where $n_c, n_f$ are for the number of colors and number of flavors in the theory. If this piece is negative, that is, $f(n_f, n_c) \equiv 2n_f - 11n_c < 0$, then the $\alpha_{\text{QCD}}$ decreases at short distances (large $Q^2$). For SM QCD there are 6 flavors (quarks) and 3 colors, so $f(n_f, n_c) < 0$ and this is the basis of asymptotic freedom where

\(^{11}\) Hence the theories are said to be strongly coupled or weakly coupled.

\(^{12}\) These calculations would involve infinitely more loops.

\(^{13}\) This also happens for $\alpha_{\text{QED}}$ too.
color-charged particles barely interact with each other at small distances.

Figure 2.6: [47] Cartoon of the (a) cluster hadronization model which treats individual color singlets separately and the (b) Lund string hadronization model which propagates field lines of color flux. These two leading models approximate the non-perturbative process of hadronization to map colored partons onto stable, colorless hadrons.

On the opposite end of the energy scale, for low $Q^2$ and large distances on the order of femtometers, a non-perturbative approach needs to be taken to evaluate the interactions. Physics simulators, which try to approximate the non-perturbative behavior of QCD, pick from two different popular options shown in fig. 2.6. The cluster model starts with gluon splitting into $q\bar{q}$ to form clusters that are used to predict final state hadrons. The Lund string model, on the other hand, uses the $q\bar{q}$ pair to estimate the intensity of the color flux string and generates gluons and hadrons based on kinks in this flux.

There currently is no analytic proof of this behavior (or the transition to this behavior) known as color confinement, but it can be observed experimentally at a particle detector. To describe it in a qualitative manner, as quarks and gluons separate, the strong force increases in strength. At
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a certain point, it is energetically favorable to produce a quark/anti-quark pair rather than put in more work to separate the two particles. In other words, separating two particles with color will produce bound states which are colorless. What this means for detectors like ATLAS is that non-colorless particles cannot be directly detected due to color confinement. All physically and directly observable particles are colorless.

The boosted partons (quarks and gluons) that come flying out of the proton-proton collisions with large amounts of energy will create colorless bound states. This process is called hadronization and refers to the transition of colored partons to colorless hadrons. Partons can also radiate collinear gluons which in turn radiate \( q\bar{q} \) collimated pairs, through a process known as showering. These steps are shown in fig. 2.7, a partonic representation of the process of a single colored parton generating multiple, colorless, measurable hadron showers. The green arrows on either side of the event are the proton bunches which have gluons radiating which form two different groups of interactions. The hard scatter\(^\text{14}\) (large red circle) of a proton-proton collision is the highest energy interaction in the event. The secondary interactions (purple blob) form the underlying event, involve smaller momentum transfers. From the hard scatter, the high energy partons shower according to perturbative QCD (red showers). At a low enough energy level where perturbation theory becomes invalid and color confinement takes over, the partons hadronize (green blobs) into various colorless hadrons.

\subsection{2.1.4 Parton Distribution Function}

The name “parton” was proposed by Richard Feynman in 1969 [49] as a generic description for any particle constituent within the proton, neutron, and other hadrons. At first, the hadrons were thought to consist of doublets and triplets of quarks (\( q\bar{q} \) and \( qqq \)). However, through high-energy proton-proton collisions at the LHC and the interaction processes, these “valence” quarks and

\(^{14}\text{At the large energies of the LHC, the “core process” here are gluon-gluon scattering.}\)
Figure 2.7: [48] Sketch of a hadron-hadron collision as simulated by a Monte-Carlo event generator. The red blob in the center represents the hard collision, surrounded by a tree-like structure representing Bremsstrahlung as simulated by parton showers. The purple blob indicates a secondary hard scattering event. Parton-to-hadron transitions are represented by light green blobs, dark green blobs indicate hadron decays, while yellow lines signal soft photon radiation.
gluons can also produce an arbitrary number of lower-energy virtual partons, “sea”\textsuperscript{15} quarks and gluons. These were first observed by James Bjorken and Emmanuel Paschos in 1969 \cite{50}. Now, we know that protons (neutrons) are made up of two (one) up quarks, $u$, and one (two) down quark, $d$, along with the gluons, $g$, that hold them together.

Figure 2.8: \cite{51} MMHT2014 NNLO PDFs at $Q^2 = 10 \text{ GeV}^2$ and $Q^2 = 10^4 \text{ GeV}^2$ with associated 68\% confidence-level uncertainty bands. The function $x f(x, Q^2)$ is plotted versus $x$ for different flavors: $u, \bar{u}, d, \bar{d}, s = \bar{s}$, and $g$.

While the Standard Model enables the calculations of cross-sections as a function of the energies of colliding partons (quarks and gluons), the LHC is a proton-proton collider. It is also useful to know the cross-sections for a given proton energy, the parton distribution function (PDF) \cite{52}. This is because the collisions at the LHC are really between partons inside the protons. The PDF is a function that provides the probability density of finding the given parton in the given hadron with the given momentum. PDFs are parameterized by $Q^2$ and “Bjorken $x$” (or just $x$). The $Q^2$ corresponds to the energy scale of the collision\textsuperscript{16} process and $x$ represents the momentum fraction of the proton that the interacting parton holds. For proton-proton collider experiments

\textsuperscript{15}Personally, as a Deaf person, I propose that we call them “ocean” or “plum” quarks, to reduce confusion with the existing “c” quarks.

\textsuperscript{16}The center-of-mass energy at a proton-proton collider, $\sqrt{s}$, is not related to $Q^2$, but is instead the upper bound on $Q^2$. 
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like LHC, proton PDFs are the most interesting, reconstructed using data from proton scattering experiments. Figure 2.8 shows one such example of a PDF: the $u$, $d$ quark, and the $g$ gluon generally dominate at low energies (low $Q^2$), while other virtual partons are more likely to participate in the interaction processes at high energies (high $Q^2$). Many other PDFs exist \cite{53, 54, 51, 55}, and for LHC Run 2, the global PDFs NNPDF3.0, MMHT14 and CT14 are the latest used which use the data from LHC Run 1 for further constraints. There is some uncertainty in these PDFs which contribute to uncertainties in the predicted proton-proton cross-sections and are often one of the dominant sources of uncertainty for many important searches and analyses at the LHC, especially for precision cross-section measurements.

Factorization \cite{56} is a concept that was implicit in the discussion about hadronization and PDFs. In particular, what factorization allows us to do is define a cutoff scale $Q_F$ above which collinear radiation is directly treated and below which it is absorbed into the PDF definition. Effectively, this allows us to separate the calculation of phenomena which are perturbatively calculable from phenomena which are not. The total cross section $\sigma$ for a collision process \cite{57}, $ab \rightarrow n$ may be derived by integrating over all possible initial state momentums for partons $a$ and $b$, hadron $h$, the parton $p_T$ fraction $x_a^h$ and $x_b^h$, and weighting them by their PDF $f_a^h$ and $f_b^h$ can be written as shown in eq. (2.26).

\begin{equation}
\sigma(Q_F, Q_R) = \sum_{a,b} \int_0^1 dx_a dx_b \int_{\text{hadrons}} f_a^h(x_a, Q^2) f_b^h(x_b, Q^2) d\sigma_{ab \rightarrow n} \tag{2.26}
\end{equation}

The other scale involved is the renormalization scale $Q_R$ \cite{58, 59} which accounts for the logarithmically divergent contributions of the Lagrangian through the process of renormalization. Unlike $Q_F$ which represents the scale at which the hadron is being probed, $Q_R$ is a non-physical effect that accounts for the limited knowledge used in lower order calculations.
2.1.5 Top Quark Decays

The top quark is a 3rd generation parton and is fundamental to this thesis analysis as we search for four Lorentz-boosted top quarks in the final state. As such, it is appropriate to provide a little bit more detail about the top quark and its decay. The timescale for strong force interactions is on the order of $10^{-24}$s. The top quark has a lifetime of $10^{-25}$s which is due to its large mass. Thus, the top quark is a unique parton in that it decays before it can hadronize, allowing physicists to measure the “bare mass” of the top quark [60]. Figure 2.9 shows the two dominant decay modes of a top quark, through the weak interaction, producing a W-boson and a down-type quark (down, strange, or bottom).

![Feynman diagrams](image)

Figure 2.9: Feynman diagrams showing the top quark decays for (a) hadronic and (b) leptonic. These diagrams were made with TikZ-Feynman [38].

The $W$-boson branching ratios are listed in eq. (2.27) [40]. The top quark will decay hadronically (to two quarks) approximately 70% of the time and leptonically approximately 30% of the time. As well as top quark decays, I also discuss $tt^{17}$ which has three different kinds of decays: hadronic (both $W$ bosons decay hadronically), semi-leptonic (one $W$ boson decays leptonically), and fully leptonic (both $W$ bosons decay leptonically). $\bar{t}\bar{t}$ decays hadronically about 50% of the time, semi-leptonically

---

17 Colloquially “tee-tee-bar” or written “ttbar”.
about 40% of the time, and full-leptonically about 10% of the time.

\[ \text{BR}(W \rightarrow e\bar{\nu}_e) = 0.1046 \pm 0.0042 \text{(stat)} \pm 0.0014 \text{(syst)}, \]  
\[ \text{(2.27a)} \]

\[ \text{BR}(W \rightarrow \mu\bar{\nu}_\mu) = 0.1050 \pm 0.0041 \text{(stat)} \pm 0.0012 \text{(syst)}, \]  
\[ \text{(2.27b)} \]

\[ \text{BR}(W \rightarrow \tau\bar{\nu}_\tau) = 0.1075 \pm 0.0052 \text{(stat)} \pm 0.0021 \text{(syst)}, \]  
\[ \text{(2.27c)} \]

\[ \text{BR}(W \rightarrow q\bar{q}) = 0.6832 \pm 0.0061 \text{(stat)} \pm 0.0028 \text{(syst)}. \]  
\[ \text{(2.27d)} \]

2.2 Beyond the Standard Model

The Standard Model has been tested over the last few decades by many experiments and shown to be robust. The fermion fields of leptons and quarks interact through the mediation of vector bosons. The renormalizability of the SM requires that the vector boson fields be introduced through the requirement of local gauge symmetry as in sections 2.1.1 to 2.1.3. However, we know this is not a complete model given the success so far, as certain assumptions are still made that need to be reconciled, motivated by naturalness, such as:

- the matter/anti-matter asymmetry not observed in the detector [61],
- the fine-tuning required to the quantum corrections to keep the Higgs mass around the electroweak scale [62],
- the lack of inclusion of gravity, and the lack of dark matter candidates [63] even though it is largely agreed upon that dark matter exists [64],
- the scale difference between the Planck scale and the Electroweak scale (the so-called Hierarchy problem) [65],
- and many more [66, 67, 68, 69]

Many Beyond the Standard Model (BSM) theories have been proposed, all with a variety of testable signatures. Attempts have been made to carry unification further, by combining the electroweak
and strong interactions in a higher, unified symmetry, which could only manifest at extremely high energies of order $10^{13}$ TeV. The Higgs boson interacts with all other gauge fields in QED and QCD so that quantum loops in the Feynman diagrams are created to correct the Higgs mass. It seems absurd, and incredibly coincidental, that the Higgs mass, which was expected to be around the Planck scale, receives gigantic corrections on the order of $10^{17}$ to be on the electroweak scale. In addition, the coupling of the Higgs to some quarks covers two orders of magnitudes which does not seem natural. Hence, naturalness is a strong motivation for many physicists, myself included.

If you look at SM and understand the corrections to the Higgs mass, the Feynman diagram in fig. 2.10 shows an example of the loop correction to the Higgs mass that requires such precise fine-tuning that it doesn’t seem natural for the Higgs mass to be as light as observed in 2012. The top mass has the largest coupling, and therefore the largest correction to the Higgs mass, which means this quantum-level correction is roughly described by eq. (2.28), where $\lambda_t$ is the Yukawa coupling of the top and $\Lambda_{UV}$ is the ultraviolet momentum cutoff used to regulate the loop integral of the theory [4], which for the SM is the Planck mass. This naturalness motivation is the strongest motivation for trying to find supersymmetry.

$$\Delta m_H^2 = -\frac{\lambda_t^2}{8\pi^2} \Lambda_{UV}^2 + \ldots$$  (2.28)

For the rest of this section, I discuss the theoretical framework of supersymmetry, the supersymmetric particles, and introduce the simplified models that I studied.
2.2.1 Supersymmetry

Supersymmetry (SUSY) [70, 71, 72, 73, 74, 75] is a generalization of space-time symmetries that predicts new bosonic partners for the fermions and new fermionic partners for the bosons of the SM. If $R$-parity\(^{18}\) is conserved [76], SUSY particles are produced in pairs and the lightest supersymmetric particle (LSP) is stable. The scalar partners of the left-handed and right-handed quarks, the squarks $\tilde{q}_L$ and $\tilde{q}_R$, can mix to form two mass eigenstates $\tilde{q}_1$ and $\tilde{q}_2$, ordered by increasing mass. SUSY can solve the hierarchy problem [77, 78, 79, 80] reducing unnatural tuning in the Higgs sector by orders of magnitude, provided that the superpartners of the top quark have masses not too far above the weak scale. The large top Yukawa coupling results in significant $\tilde{t}_L-\tilde{t}_R$ mixing so that the mass eigenstate $\tilde{t}_1$ is typically lighter than the other squarks [81, 82].

If supersymmetry exists, it should contain SSB. From a theoretical perspective, there should be a Lagrangian density that is invariant under supersymmetry but a ground state that is not. This is analogous to what has been discussed before in section 2.1.1. On top of this, the theory should be renormalizable to compensate for the effects of self-interactions, infinities arising in calculated quantities, and the differences in descriptions between small-distance-scale physics and large-distance-scale physics [4]. In a supersymmetric extension of the SM [83, 84], each of the known fermions (bosons) is therefore either in a chiral or gauge supermultiplet and must have a superpartner boson (fermion) with spin differing by $\frac{1}{2}$ unit. The names, while appearing somewhat humorous, serve to make the connection from the superpartner to their physical SM partner more obvious are generated as follows:

- the names for the spin-0 partners of the quarks and leptons are constructed by prepending an “s” for scalar (or superpartner) to be called squarks, sleptons, and sfermions,
- the symbols for the squarks and sleptons are the same as for the corresponding fermion, but

\(^{18}\)Also known as Matter parity. All SM particles and Higgs boson have even $R$-parity $P_R = +1$ while the squarks, sleptons, gauginos, and higgsinos have odd $R$-parity $P_R = -1$. 
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with a tilde added such as \( \tilde{e}_L, \tilde{e}_R \)

- the supersymmetric fermions take the name of their superpartner bosons, but with an “ino” appended, such as “wino”, “gluino”

Given this fermion-boson symmetry, as well as \( R \)-parity, the Lagrangian density for an unbroken symmetric theory can be written down. Using a similar mechanism to break this symmetry, gauge fields are introduced, and mass states arise as a mixing of the gauge states. Unlike electroweak which is slightly easier to break, there are a few gotchas this time:

- In SM, there is one Higgs boson; in SUSY, there are two complex Higgs doublets. The reason for this is that the fermionic partner of a Higgs must be able to cancel gauge anomalies which are usually the traces of hypercharge matrices. In the SM this works out because \( Y = 0 \), but for SUSY, \( Y = \pm 1 \). So there must be two complex Higgs doublets to account for each hypercharge variation. This is a heuristic motivation.

- In the SM, the Yukawa couplings between the Higgs and the 3rd generation fermions \( (t, b, \tau) \) are much larger than the first and second generations. Normally, it is not very easy to diagonalize the gauge eigenstates for the fermions, however in the minimal supersymmetric model (MSSM) that is being considered, an approximate can be made to treat the Yukawa couplings for first and second generation as negligible. An example is shown in eq. (2.29) [4].

- The higgsinos and electroweak gauginos mix with each other because of the effects of electroweak symmetry breaking. The neutral higgsinos and electroweak gauginos mix to form neutralinos\(^{20}\), and the charged versions mix to form charginos.

---

\(^{19}\)The leptons and quarks have left/right handedness and superpartners for each version, as the superpartners are spin-0. SM neutrinos \( \nu_l \) are always left-handed, so superpartners are just \( \tilde{\nu}_l \).

\(^{20}\)Not, as I sometimes mistakenly think, the superpartners of the neutrinos which are the sneutrinos.
$M_{\chi^0} = \begin{pmatrix}
M_1 & 0 & -m_Z s_W c_\beta & m_Z s_W s_\beta \\
0 & M_2 & m_Z c_W c_\beta & -m_Z c_W s_\beta \\
-m_Z c_\beta s_W & m_Z c_\beta c_W & 0 & -\mu \\
m_Z s_\beta s_W & -m_Z s_\beta c_W & -\mu & 0
\end{pmatrix}$, \quad s_k \equiv \sin \theta_k, c_k \equiv \cos \theta_k.

(2.29)

In eq. (2.29), the $M_i$ terms come from the soft component of the supersymmetric Lagrangian [4, eq. 6.3.1]. Diagonalizing this matrix allows us to form the neutralinos $\chi_k^0$ as a mixture of the wino, bino, and higgsinos gauge eigenstates. Different mixtures of these gauge eigenstates correspond to different decay products in the final state. A similar procedure exists for the charginos $\chi_k^\pm$. Both neutralinos and charginos are conventionally ordered (and labeled) in $k$ in terms of increasing mass, such that $\tilde{\chi}_1^+ < \tilde{\chi}_2^+ < \tilde{\chi}_1^0 < \tilde{\chi}_2^0 < \tilde{\chi}_3^0 < \tilde{\chi}_4^0$. Table 2.3 shows a summary of the various SUSY particles and their mass eigenstates.

Now, as shown in fig. 2.11 for SUSY compared to fig. 2.10 for SM, the stop squark is the bosonic superpartner to the top quark which provides an equal and opposite contribution\footnote{Spin-statistics theorem states that fermions have a negative contribution and bosons have a positive contribution.} to the correction of the Higgs mass. In the limit of top-squark masses $m_{\tilde{t}_k} \gg m_t$ much greater than the top quark mass, the largest finite correction to the higgs mass $m_{h^0}$ is [4] shown in eq. (2.30), where $\Delta_{\text{threshold}}$ is a small correction based on the top-squark mixing angle and the Higgs quartic coupling, $\alpha$ is a mixing angle of the Higgs couplets, and $\lambda_t$ is the top Yukawa coupling. So in addition to having a light stop [85, 86, 87], there is also a strong motivation\footnote{Warning: slightly heuristic argument ahead.} for a light gluino [88], as the gluino couples to the stop squark and pulls the stop mass up. And finally, since the Higgsinos also contribute, and the Higgs and Higgsinos should have similar masses, and the Higgsinos mix with the Wino and
<table>
<thead>
<tr>
<th>Names</th>
<th>Spin</th>
<th>$P_R$</th>
<th>Gauge Eigenstates</th>
<th>Mass Eigenstates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higgs bosons</td>
<td>0</td>
<td>+1</td>
<td>$H^0_{u,d}, H^+_u, H^-_d$</td>
<td>$h^0, H^0, A^0, H^\pm$</td>
</tr>
<tr>
<td>squarks</td>
<td>0</td>
<td>-1</td>
<td>$\tilde{u}_L, \tilde{u}_R, \tilde{d}_L, \tilde{d}_R$ (same)</td>
<td>$\tilde{t}_L, \tilde{t}_R, \tilde{b}_L, \tilde{b}_R$</td>
</tr>
<tr>
<td>sleptons</td>
<td>0</td>
<td>-1</td>
<td>$\tilde{e}_L, \tilde{e}_R, \tilde{\nu}_e$ (same)</td>
<td>$\tilde{\tau}_L, \tilde{\tau}<em>R, \tilde{\nu}</em>\tau$</td>
</tr>
<tr>
<td>neutralinos</td>
<td>$\frac{1}{2}$</td>
<td>-1</td>
<td>$\tilde{B}^0, \tilde{W}^0, H^0_{u,d}$</td>
<td>$\tilde{\chi}^0_1 \tilde{\chi}^0_2 \tilde{\chi}^0_3 \tilde{\chi}^0_4$</td>
</tr>
<tr>
<td>charginos</td>
<td>$\frac{1}{2}$</td>
<td>-1</td>
<td>$\tilde{W}^\pm, H^+_u, H^-_d$</td>
<td>$\tilde{\chi}^{\pm}_1, \tilde{\chi}^{\pm}_2$</td>
</tr>
<tr>
<td>gluino</td>
<td>$\frac{1}{2}$</td>
<td>-1</td>
<td>$\tilde{g}$ (same)</td>
<td></td>
</tr>
<tr>
<td>goldstino (gravitino)</td>
<td>$\frac{3}{2}$</td>
<td>-1</td>
<td>$\tilde{G}$ (same)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: [4] The undiscovered particles in the Minimal Supersymmetric Standard Model (with sfermion mixing for the first two families assumed to be negligible).
Bino to form neutralinos, we can motivate a light neutralino particle.

\[ \Delta(m_{\tilde{h}_0}^2) = \mu^0 + \mu^0 + h^0 \]

Figure 2.11: [4] An updated version of fig. 2.10 with the inclusion of the stop squark, top quark one-loop diagrams. The stop squark is a bosonic superpartner of the fermionic top quark, provides equal and opposite contribution to the top quark loop, cancelling out the contribution. There are two loops because there are two bosonic partners for the top quark, a fermion with spin.

\[ \Delta(m_{\tilde{h}_0}^2) = \frac{3}{4\pi^2} \cos^2 \alpha \lambda_t^2 m_t^2 \left[ \ln(m_{\tilde{t}_1} m_{\tilde{t}_2}/m_t^2) + \Delta_{\text{threshold}} \right]. \]  

(2.30)

Figure 2.12 shows the theoretical cross-sections of the supersymmetric particles at the LHC assuming a center-of-mass collision energy $\sqrt{s} = 13$ TeV. Compared to Run-I, the rate of gluino production has increased by a factor of 50. Since naturalness [89] is a strong motivator for the gluinos ($\tilde{g}$) to have a mass around the TeV scale in order to limit their contributions to the radiative corrections to the top squark masses, also at the TeV scale, and the lightest supersymmetric partner $\tilde{\chi}_1^0$ is also motivated to be light as well, one expects these particles to be produced copiously during Run 2 operation of the LHC at 13 TeV. For these reasons, the search for gluino production with decays via top squarks is a highly motivated search to perform. In section 2.2.2, I introduce the simplified SUSY model that is the crux of the search presented in this thesis.

### 2.2.2 Searching for New Physics using Simplified Models

A model of new physics is defined by a TeV-scale effective Lagrangian describing its particles and their interactions. The efforts so far have focused around motivating the lightness of stops,
Figure 1: Cross sections for SUSY particle production at $p_s = 8$ TeV and 13-14 TeV. The colored particle cross sections are from nll-fast [14] and evaluated at $p_s = 8$ TeV and 13 TeV; the electroweak pure higgsino cross sections are from prospino [15] and evaluated at $p_s = 8$ TeV and 14 TeV. The electroweak pair production cross section is sensitive to mixing, and the higgsino cross sections (shown in the figure) are approximately a factor of 2 lower than the pure wino case.

Figure 2.12: [90, 91] Theoretical cross-sections of gluino pair production are shown in the model of equal degenerate squark masses, as a function of gluino mass at $\sqrt{s} = 13$ TeV. Gluinos, because of their strong color coupling, have the highest theoretical cross section of the sparticles that could be found at the LHC.
gluinos, and neutralinos; but have we neglected the other sparticles? For the sake of experimental physicists, a simplified model is generally a limit of a more general new-physics scenario with all but a few particles integrated out [92, 93, 94] by setting them to very large mass scales. Simplified models are useful to provide topology-based limits on searches to identify the boundaries of search sensitivity and derive limits on more general models by reinterpreting [95] the limits in the context of a different signal topology. Another particular reason a simplified model helps in the search for new physics is to understand the sensitivity of the detector technology and analysis design. Experimentalists and theorists alike can identify kinematic ranges for which existing searches are not efficient or sensitive, and then define new search strategies to attempt to cover the gaps in the exploration of phase-space. An example of two simplified models are shown in fig. 2.13 for gluino production with final states consisting of four top quarks and a large missing transverse energy from the neutralinos $\tilde{\chi}_1^0$. The 1st and 2nd generation squarks are assumed to be much larger than the gluino mass. The gluino can produce $t\bar{t} + \tilde{\chi}_1^0$ by decaying either off-shell through a heavier stop squark or on-shell through a lighter stop squark.

These simplified models can be parameterized allowing for projected views in phase-space. The cross-section of gluinos (fig. 2.12), $\sigma(pp \rightarrow \tilde{g}\tilde{g} \rightarrow X)$ is one parameter. In both the on-shell and off-shell models in fig. 2.13, there are two parameters for the gluino mass $m_{\tilde{g}}$ and the neutralino mass $m_{\tilde{\chi}_1^0}$. In the on-shell model in fig. 2.13a, there is an extra parameter for the mass of the stop squark $m_{\tilde{t}_1}$, but the off-shell model does not have this parameter, setting the mass of the stop squark $m_{\tilde{t}_1} = 5$ TeV. Finally, the branching ratio for $\tilde{g}$ to decay to $\tilde{t}_1 \bar{t}$ is assumed to be 100% in this simplified model to reduce the number of parameters. This is clearly not physical (if we find SUSY) but models with multiple decay modes can be studied by taking linear combinations of the results of simplified models for 100% branching ratios.

At the end of the day, one needs to remember that all of these are theories and we, as experimentalists, make many assumptions to simplify the theories into a set of reduced observables to

---

23 This is an assumption, for R-parity conserving (RPC) scenarios such that $\chi_1^0$ is stable, does not decay, and escapes the detector unseen. In R-parity violating (RPV) scenarios [83, 96, 97, 98], the lightest supersymmetric particle is unstable and decays to SM particles.
search for. In particular, the search presented in this analysis has assumed that the \( \tilde{t} \) have higher masses than the rest of the squarks, but it could be possible that the \( \tilde{t} \) has a lower mass. If there is indeed a sign of new physics observed through the search designed around a simplified model, further studies and analysis reinterpretations need to be performed to determine what that new physics is. In the next chapter, I’ll discuss how we can leverage the world’s most powerful collider to search for new physics.
Chapter 3

THE LARGE HADRON COLLIDER AND THE ATLAS DETECTOR

This chapter provides a brief introduction to the world’s largest and most powerful particle accelerator, the LHC. I will describe the LHC in the context of this thesis and how the ATLAS detector fits into the picture. More information about the design, construction, and operation of the LHC can be found in [99].

The rest of the chapter is organized as follows: section 3.1 describes the LHC and the experiments located along the collider; section 3.3 describes the operating schedule of the LHC; and sections 3.4 to 3.8 describes the ATLAS detector instrumentation used in this thesis whose successful operation provided the datasets that allowed me to perform my analysis.

3.1 Overview

The Large Hadron Collider (LHC) [99] at the European Organization for Nuclear Research (European Organization for Nuclear Research (CERN)) is a 27 km superconducting particle accelerator located approximately 100 m underground. A diagram of the LHC is shown in fig. 3.1.

The LHC’s role is to collide beams of protons in opposite directions at four locations along the ring of the machine. Each of these four locations contains an excavated cavern that houses one of the four LHC experiments: ATLAS [101], CMS [102], LHCb [103], and ALICE [104]. The beams of protons are guided around the accelerator ring using 1232, 15 m long superconducting dipole magnets [105] which provide a strong 8.3 T magnetic field for bending the proton trajectories. 392 main quadrupole magnets [105], each 5–7 m long, are used to help keep the proton bunches in a tight beam with four magnetic poles arranged symmetrically around the beam pipe to squeeze the beam either horizontally or vertically. The aim of the LHC is to reveal the physics beyond the
Figure 3.1: [100] A diagram of the LHC which sits on the border between Switzerland and France, near the city of Geneva. There are four main experiments located here: ALICE, ATLAS, CMS, and LHCb. All of the experimental apparatus are located around 100 m underground where the stable rock is located. Also shown here is the Super Proton Synchotron which is the second-to-last stage of the injector chain before the particles enter the LHC tunnel.

Standard Model with center-of-mass collision\(^1\) energies of up to \(\sqrt{s} = 14\) TeV.

However, it should be noted that the LHC is only the last step in the injector chain, where protons are accelerated from low energies in defined steps to their final energy as illustrated in fig. 3.2. Their journey starts at a linear accelerator aptly called Linac\(^2\) which accelerated protons to 50 MeV. The protons are injected in to the Proton Synchotron Booster (PSB), which accelerates them to 1.4 GeV. After the PSB, the protons are sent to the Proton Synchotron (PS) to reach 25 GeV

---

\(^1\)Technically, it’s bunches of protons colliding with bunches of protons, rather than a single proton with a single proton; each proton has \(\sqrt{s}/2\) energy.

\(^2\)Linac1 was retired in early 1990s.
Figure 3.2: A diagram of LHC injector complex [99, 106]. Protons are accelerated in the following chain: Linac2 → Proton Synchotron Booster → Proton Synchotron → Super Proton Synchotron → Large Hadron Collider.

of energy. They are then sent to the Super Proton Synchotron (SPS) where the protons are accelerated up to 450 GeV of energy. Finally, they are injected into the LHC. Under nominal operating conditions, where the LHC can run for many hours\(^3\), each proton beam can have 2808 bunches and on the order of \(10^{11}\) protons per bunch.

### 3.2 LHC Upgrades

After 2019, the statistical gain in running the accelerator without a considerable luminosity increase beyond its design value will become marginal. The running time at a constant luminosity and \(\sqrt{s}\)

\(^3\)Current record in 2015-2016 data run was 37 h with fill #5045.
necessary to half the statistical error in the measurements will be more than ten years at the end of 2019. Therefore to maintain scientific progress and to explore its full capacity, the LHC will need to have a decisive increase of its luminosity. The CERN Council has updated the LHC upgrade plan taking this into consideration. The schedule for the upgrades and operation of the LHC accelerator complex, leading to the High Luminosity LHC (HL-LHC) [107], is illustrated in Fig. 3.3.

![LHC / HL-LHC Plan](image)

**Figure 3.3:** LHC and High Luminosity LHC plan [107].

### 3.3 Operation of the LHC in Run 2

The last thing I want to cover in discussing the LHC is about the data it provides from a physics point of view. The center-of-mass energy and integrated luminosity are two of the most important characteristics of the dataset. For the 2015-2016 data-taking run which this thesis is written on, the center-of-mass energy is $\sqrt{s} = 13$ TeV with a total integrated luminosity of 36.1 fb$^{-1}$ as seen in fig. 3.4. The LHC will be shut down in 2018-2012 for a series of repairs and upgrades, after which it is expected to be run at $\sqrt{s} = 14$ TeV.

Luminosity can be a little be confusing to understand as physicists often have two different, related terms. The integrated luminosity in fig. 3.4 is proportional to the total number of collisions (or events) recorded while the instantaneous luminosity in fig. 3.5 is proportional to the bunch crossing
Figure 3.4: [108] Cumulative luminosity versus time delivered to (green) and recorded by ATLAS (yellow) during stable beams for proton-proton collisions at $\sqrt{s} = 13\text{ TeV}$ center-of-mass energy in (a) 2015 and (b) 2016. The difference between delivered and recorded luminosity reflects the small inefficiency of the data acquisition in ATLAS. The uncertainty in the combined 2015+2016 integrated luminosity is 2.1%. It is derived, following a methodology similar to that detailed in [109], from a calibration of the luminosity scale using x-y beam-separation scans performed in August 2015 and May 2016.

The integrated luminosity, $L_{\text{int}}$, is then meant to be understood as the integral of the instantaneous luminosity $L_{\text{inst}} \equiv L^4$ over the data collection period. That is,

$$L_{\text{int}} = \int L \, dt = 36.1 \text{ fb}^{-1}$$

and the machine luminosity depends only on the beam characteristics [99]. For a Gaussian beam, this can be written as

$$L = \frac{N_b^2 n_b f_{\text{rev}} \gamma_r}{4\pi \varepsilon_n \beta^*} F,$$

where $N_b$ is the number of particles per bunch$^5$, $n_b$ is the number of bunches per beam, $f_{\text{rev}}$ is the revolution frequency, $\gamma_r$ is the relativistic gamma factor, $\varepsilon_n$ is the normalized transverse beam emittance, $\beta^*$ is the beta function$^6$ at the collision point, $F$ is the geometric luminosity reduction

---

4This is often referred to as the machine luminosity as well, or just $L$.

5Assuming that each beam has the same number of bunches $N_b$.

6Small $\beta^*$ corresponds to a narrower beam, related to the transverse size of the particle beam at the inter-
Figure 3.5: [108] The peak instantaneous luminosity delivered to ATLAS during stable beams for proton-proton collisions at $\sqrt{s} = 13$ TeV center-of-mass energy is shown for each LHC fill as a function of time in 2016. The luminosity is determined using counting rates measured by the luminosity detectors.

factor due to the crossing angle at the interaction point:

$$F = \left(1 + \left(\frac{\theta_c \sigma_z}{2\sigma^*}\right)^2\right)^{-1/2},$$

(3.3)

where $\theta_c$ is the full crossing angle at the interaction point, $\sigma_z$ is the RMS bunch length, and $\sigma^*$ is the transverse RMS beam size at the interaction point. Using the nominal LHC parameters in [99] and summarized in table 3.1, the expected peak luminosity is $L = 1e34\text{ cm}^2\text{ s}^{-1} = 0.36\text{ fb}^{-1}/\text{h}$ for both ATLAS and CMS, which are the high-luminosity experiments at the LHC. A classical route to increase the luminosity is to reduce the $\beta^*$ with stronger and larger aperture quadrupole magnets.

action point. The narrower the beam, the more “squeezed” it is, and so this also corresponds to a smaller geometric factor, $F$. 
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>26659 m</td>
</tr>
<tr>
<td>Beam energy in collision</td>
<td>7 TeV</td>
</tr>
<tr>
<td>Protons per bunch $N_b$</td>
<td>$1.15 \times 10^{11}$</td>
</tr>
<tr>
<td>Bunches per beam $n_b$</td>
<td>2808</td>
</tr>
<tr>
<td>Radiofrequency Cavity frequency</td>
<td>400 MHz</td>
</tr>
<tr>
<td>Proton speed $\beta$</td>
<td>0.99999999991</td>
</tr>
<tr>
<td>Lorentz factor $\gamma_r$</td>
<td>7460.523</td>
</tr>
<tr>
<td>Revolution frequency $f_{rev}$</td>
<td>11.2455 kHz</td>
</tr>
<tr>
<td>Beam current</td>
<td>0.58 A</td>
</tr>
<tr>
<td>Crossing angle $\theta_c$</td>
<td>285 $\mu$rad</td>
</tr>
<tr>
<td>Beta function at collision point $\beta^*$</td>
<td>0.55 m</td>
</tr>
<tr>
<td>Transverse beam emittance $\varepsilon_n$</td>
<td>3.75 $\mu$m</td>
</tr>
<tr>
<td>RMS bunch length $\sigma_z$</td>
<td>$7.55 \times 10^{-2}$ m</td>
</tr>
<tr>
<td>Transverse RMS beam size $\sigma^*$</td>
<td>16.6 $\mu$m</td>
</tr>
<tr>
<td>Expected peak luminosity</td>
<td>$10 \text{nb}^{-1}/\text{s}$</td>
</tr>
</tbody>
</table>

Table 3.1: A summary of the LHC typical parameters for Run 2 operating and data taking as taken from [99]. This design is based on the 25 ns bunch crossing separation. At full power, the LHC beam intensity is given above. Other parameters, such as beam amplitude parameters are typical values which are kept small to achieve high luminosity.

This requires a larger crossing angle which reduces the geometrical factor, but is compensated for with crab cavities to generate transverse electric fields [110].

The larger the integrated luminosity, the larger the data set which enables the study of physics beyond the Standard Model and precision measurements of rare processes.
3.3.1 Pile-up at the LHC

Due to the cross-section for interaction and the total number of protons per bunch, the probability to observe multiple proton-proton interactions per bunch crossing increases as the luminosity increases. The multiple proton-proton interactions is referred to as pile-up but comes in two main forms:

1. **in-time** pile-up refers to the multiple proton-proton interactions that in the same bunch crossing that is currently being recorded, and

2. **out-of-time** pile-up refers to the effect of seeing multiple proton-proton interactions outside of the bunch crossing that is currently being recorded.

Out-of-time pile-up is primarily an electronic effect due to the long integration times of various detector components. The 2015-2016 data run had up to 50 proton-proton interactions per bunch crossing as seen in fig. 3.6. Pile-up is often referred to as $\mu$, and the time-average pile-up is reported as $\langle \mu \rangle$. The actual number of interactions per bunch-crossing can fluctuate with Poisson statistics. The wide variation seen in the figure is due to two primary effects. During a run of proton-proton collisions, the number of protons in a bunch will decrease over time (as does luminosity) and so $\mu$ will also decrease. The peak $\mu$ is often seen at the start of a run, with the peak luminosity. The other main source of the fluctuation is due to the tweaking of the LHC beams, such as changing $\beta^*$ to get a narrower or wider beam. These sorts of large-scale changes to the beam properties are often either due to optimizing the beam for maximum physics impact or to respond to issues with subsystems of the accelerator complex such as power issues or magnet issues.

Pile-up is very important for future upgrades as the LHC will have an increased luminosity. Further studies of pile-up in the context of the instrumentation upgrades I work on are described in section 9.4.1.
Figure 3.6: [108] The distribution of the mean number of interactions per crossing for the 2015-2016 proton-proton collision data at $\sqrt{s} = 13$ TeV center-of-mass energy. All data delivered to ATLAS during stable beams is shown, but not necessarily all of this data is suitable for an analysis.

### 3.4 ATLAS Overview

The ATLAS detector fig. 3.7 is one of four main experiments at the LHC and is centered at Point 1, a collision point of the LHC. With over 100 million electronic channels and over 3000 km of cabling, it is one of the largest and most complex particle detectors in existence today. The detector is located approximately 100 m underground and centered around the LHC beam pipe. See section 3.5 for details about the geometry of the detector with respect to LHC. Particles produced at the interaction point at the center of the detector spread out in all directions, hence the encompassing cylindrical design of the ATLAS detector. The ATLAS detector is built up of 3 main sub-detector pieces: tracking system, calorimetry, and muon tracking system.
Figure 3.7: [101] A cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in height and 44 m in length. The overall weight of the detector is approximately 7000 t. This figure groups up major instrumentation components of the detector. Two people in red are shown for scale just to the right of the muon chambers on the left side of the figure.
The rest of the sections are ordered as seen in fig. 3.7 from the inside-out, providing an overview of each sub-detector and its role in studying high energy particle physics collisions. Section 3.6 discusses the Inner Detector (ID), a tracking system that uses ionization to measure the trajectory of charged particles with help of the enclosing 2T solenoid magnet. Section 3.7 describes the calorimetry system surrounding the solenoid magnet, composed of the electromagnetic and hadronic calorimeters that use scintillation and ionization to measure the energy of electrons, photons, and hadrons. The muon system, described in section 3.8, surrounds the calorimeters and contains toroid magnets that uses ionization to measure the trajectories of deflected muons leaving the detector. Neutrinos are the only other standard model particles that leave the detector, but undetected. This is neatly depicted in fig. 3.8 which shows a cartoon diagram of a slice of the detector with the various particle interactions.

### 3.5 ATLAS Geometry

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the center of the detector. The positive $x$-axis is defined by the direction from the interaction point to the center of the LHC ring, with the positive $y$-axis pointing upwards, while the beam direction defines the $z$-axis as seen in fig. 3.9. The $x$-$y$ plane is perpendicular to the beam line and is referred to as the transverse plane. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The objects measured in the ATLAS detector have momenta that can be described using two quantities $\vec{p} = (p_T, p_z)$ with $p_T$ the momentum of the particle in the transverse plane and $p_z$ the momentum of the particle along the beam axis.

The pseudorapidity $\eta$ in fig. 3.10 is defined in terms of the polar angle $\theta$ by

$$\eta = -\ln \tan \left( \frac{\theta}{2} \right). \quad (3.4)$$

where $\eta = 0$ is perpendicular to the beam axis and large values of $|\eta|$ are close to the beam axis. Positive $\eta$ is in the positive $z$-side and negative $\eta$ is on the negative $z$-side.
Figure 3.8: [101] A slice of the ATLAS detector depicting the various particle interactions with each component of the detector. Dashed tracks in this figure are invisible to the detector component that the line is overlaid on top of. Muon track (orange) and neutrinos (dashed, white) pass through the entire detector. Electrons (yellow/green), photons (yellow/green), and hadrons (red/yellow) are fully absorbed by the calorimeter system. Charged particles like protons, electrons, and muons are curved by the solenoid magnet within the tracking system.
Figure 3.9: A top-down cartoon of the LHC, the SPS, and the four experiments at the LHC: ATLAS, CMS, LHCb, and ALICE. A common coordinate system is used in ATLAS. The positive $x$-axis points from the interaction point at the center of the ATLAS detector to the center of the LHC ring. The positive $y$-axis points from the interaction point upward to the surface of the earth. The $z$-axis runs along the beam line, with the detector half at positive $z$-values referred to as the “A-side” (Geneva side) and the detector half at negative $z$-values referred to as the “C-side” (Jura side).
Figure 3.10: A cartoon representation of selected pseudorapidity ($\eta$) values overlaid on cartesian geometry axes (dashed black lines). Red lines are drawn for $\eta = \pm 0.5, 1.0, 3.0$.

Rapidity $y$ is defined as

$$ y = \frac{1}{2} \ln \left[ \frac{E + p_z}{E - p_z} \right], \quad (3.5) $$

where $E$ denotes the energy and $p_z$ is the component of the momentum along the beam direction. The position of an object is often described in terms of $(\eta, \phi)$. The distance $\Delta R$ between objects in $\eta$-$\phi$ space is

$$ \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \quad (3.6) $$

The choice of geometry for pseudorapidity (or rapidity) and $\phi$ is because differences in rapidity are Lorentz invariant under boosts along the beam axis. If you boost eq. (3.5) along the $z$-axis

$$ y' = \frac{1}{2} \ln \left[ \frac{\gamma E - \beta \gamma p_z + \gamma p_z - \beta \gamma E}{\gamma E - \beta \gamma p_z - \gamma p_z + \beta \gamma E} \right] $$

$$ = \frac{1}{2} \ln \left[ \frac{1 - \beta}{1 + \beta} \right] $$

$$ = y + \tanh^{-1} \beta. \quad (3.7) $$

So the difference in rapidities is Lorentz-invariant. Since $\Delta \phi$ is measured in the $x$-$y$ plane, it is also invariant under Lorentz boosts along the beam axis. This means that $\Delta R$ is also Lorentz-invariant.
Figure 3.11: [101] A longitudinal view of the ID compromising of the three main pieces: pixel detector, semiconductor tracker, and transition radiation tracker. It is 6.2 m in length and 2.1 m in height.
3.6 Tracking in the Inner Detector

The inner detector [111, 112] is the first part of ATLAS to see the outgoing particles of the proton-proton collisions. It is built around the beam pipe with cylindrical geometry as shown in fig. 3.11 within a 2 T solenoid magnet. It is designed to be compact with excellent momentum resolution of charged particle tracks above $p_T \geq 500 \text{ MeV}$ for $|\eta| < 2.5$. The inner detector is made of three specific sub-components as seen in fig. 3.13.

Figure 3.12: [101] Drawing showing the sensors and structural elements traversed by two charged tracks of $p_T = 10 \text{ GeV}$ in the end-cap ID at $\eta = 1.4$ and $\eta = 2.2$. The track at $\eta = 1.4$ passes through the beam pipe, the three pixel layers, four Semiconductor Tracker (SCT) disks with double layers, and approximately 40 straws Transition Radiation Tracker (TRT) end-cap. A particle at $\eta = 2.2$ passes through the beam, only the first pixel layer, two of the end-cap pixel disks, and the last four end-cap SCT disks, but does not pass through the TRT straws which covers $|\eta| \leq 2.0$.

The pixel detector [113] is the closest to the beam pipe and has 80 million pixels (or readout channels) covering $1.7 \text{ m}^2$ for $|\eta| \leq 2.5$. Each pixel has an area of $20000 \mu \text{m}^2$ with a position

---

7The solenoid magnetic field strength of 2 T means that charged particles need $p_T \geq 500 \text{ MeV}$ at 2 T to escape the ID and reach the calorimeters. The magnetic field from the solenoid is not perfect and fluctuates down to 0.5 T on the ends of the detector. A minimum $p_T$ threshold is applied to reduce the rate of fake tracks.

850 $\mu$m in $\phi$ direction and 400 $\mu$m in $z$ direction, along beam axis.
resolution of $9\, 14\, \mu m$ in $\phi$ and $115\, \mu m$ in $z$ directions$^{10}$. The three barrel layers have 1456 pixel modules, each with 46080 readout channels. The three pixel disks in each endcap have 144 modules, 6.6 million readout channels. The pixel detector provides one measurement per barrel layer for each charged particle track and full pattern recognition capability to reconstruct tracks at nominal LHC parameters. It is also crucial to the identification and reconstruction of both primary and secondary vertices; the latter which is seen in the decay of particles containing a $b$-quark or for $b$-tagging of jets, necessary to perform the analysis search in chapter 7. This is highlighted in green in fig. 3.13.

The semiconductor tracker [115] surrounds the pixel detectors. This is a silicon microstrip tracker that consists of 4088 two-sided modules with over 6 million strips (or readout channels) covering $63 \, m^2$ for $|\eta| \leq 2.5$. All of the modules are distributed over four barrel layers and 9 disks in each endcap (18 endcap disks total). The readout strips are placed $80\, \mu m$ and rotated by $50\, \text{mrad}$ with respect to each other, provide a position resolution of $17\, \mu m$ in the transverse plane and $580\, \mu m$ in the $z$-axis. The SCT is designed to provide between 4 and 9 precision measurements per track in the intermediate radial range. This component, along with the pixel detector, contributes to the measurement of momentum, impact parameter, and vertex identification of a charged particle track. This is highlighted in blue in fig. 3.13.

The last component of the ID is the transition radiation tracker [116, 117]. The TRT is made of over 350,000 drift tubes (straw tubess, or readout channels) covering $12 \, m^3$ of volume for $|\eta| < 2.0$. The basic detector element, straws, are $4\, \text{mm}$ in diameter, $144\, \text{cm} \, (37\, \text{cm})$ long in the barrel (endcap) providing a position resolution of $130\, \mu m$ $^{11}$ in $\phi$. In the barrel (endcap), there are 52544 (245760) straws over 73 layers (160 straw planes) which provide transition radiation$^{12}$

$^{9}$area/$\sqrt{12}$ is the upper limit in resolution for a digital readout [114]. Modern pixel detectors can achieve better resolution by using charge measurement to determine which pixel a charged particle was closer to.

$^{10}$Better resolution in the $\phi$ direction as the this is enclosed in a solenoid magnet so that charged particles will bend along the $\phi$ direction.

$^{11}$This resolution depends strongly on the drift-time (or drift-distance). See studies in Figs. 20-23 from [116]

$^{12}$Transition radiation is a form of radiation when a charged particle passes through the 70%/27%/3% Xenon/Carbon-Dioxide/Oxygen mixture in the straw tubes. The energy of the photon emitted is proportional to the relativistic Lorentz factor.
Figure 3.13: [101] A radial view of the ID with the detector elements crossed by a charged particle $p_T = 10$ GeV. The track passes through the beam pipe, three pixel layers, four SCT disks with double layers, and approximately TRT 40 straws.
tracking for charged particle identification. All the charged particle tracks will traverse through at least 36 straws\textsuperscript{13}. The charge collection time in the straw is an important parameter for tracking performance. At a fixed transverse momentum for a charged particle, a light-mass charged particle will emit more transition radiation photons than a heavier-mass charged particle\textsuperscript{14}. Therfore, the TRT is an important component for discrimination between electrons and charged hadrons for $|\eta| < 2.0$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{atlas_calorimeter.png}
\caption{[101] A longitudinal, cut-away view of the ATLAS calorimeter system showing: the tile calorimeter barrel, the tile calorimeter extended barrel, the liquid argon electromagnetic barrel, the liquid argon electromagnetic end-cap, the liquid argon hadronic end-cap, and the forward calorimeter.}
\end{figure}

\textsuperscript{13}Only for $|\eta| < 2.0$. The exception is in the region between barrel and end-cap where this number goes down to at least 22 straws.

\textsuperscript{14}Recall that these charged particles are travelling curved trajectories in the solenoid’s magnetic field and heavier particles bend less than lighter particles. Lighter particles spend more time in the drift tubes and thus emit more radiation.
3.7 Calorimetry and the Calorimeter System

An overview of the ATLAS calorimetry system [119, 120] is seen in fig. 3.14. There are two different types of calorimeters used in this system: hadronic and electromagnetic. An electromagnetic calorimeter is designed to measure the energy of particles that interact via the electromagnetic interaction\(^{15}\), while a hadronic calorimeter is designed to measure particles that interact via the strong nuclear force. ATLAS uses both of these types of calorimeters, as a sampling calorimeter. A sampling calorimeter is one in which the “active” material that provides the detectable signal is different from the dense “absorber” material that reduces particle energy. Because the dense material is chosen to absorb a lot of the particle energy, only a fraction of the energy is measurable by the detector sensors. This requires a calibration to the measured calorimeter energy by studying the calorimeter response, and will be discussed in more detail in chapter 5. The calorimeters have a large responsibility in providing coverage for the full \(-4.9 < \eta < 4.9\) range, while having sufficient granularity for precision measurements, and providing containment for both electromagnetic and hadronic showers from electrons, photons, and hadrons (see fig. 3.8). This containment is important for punch-through, where energy leaks outside the calorimeters to the muon spectrometers, but also to ensure a good \(E_T^{\text{miss}}\) measurement, which is crucial for many physics programs, in particular supersymmetry searches like mine (see chapter 7).

The LAr electromagnetic barrel (EMB) and EMEC are Lead/Liquid-Argon detectors with “accordion geometry” as seen in fig. 3.15 covering \(|\eta| < 3.2\) for precision electromagnetic shower measurements. This specialized geometry provides complete and uniform coverage over \(\phi\) without any cracks, while allowing low latency readout of the data. This geometry has three radial layers. The first sampling layer, known as “strips”, is finely segmented in \(\Delta\eta = 0.0031^{16}\) with 8 strips in front of each cell. The second sampling layer, which collects the largest fraction of energy of the electromagnetic shower, has fine segmentation of \(\Delta\eta = 0.025\) and \(\Delta\phi = 0.0245\). The last layer collects the tail end of the electromagnetic shower, and thus can have a coarser segmentation of

\(\text{\textsuperscript{15}}\text{such as brehmsstrahlung, pair production}\)

\(\text{\textsuperscript{16}}\text{We would like to resolve two photons coming from the Higgs decay, versus other decays such as a pion.}\)
5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the $z$-axis. One half-barrel covers the region with $z > 0$ (0 < $\eta$ < 1.475) and the other one the region with $z < 0$ (−1.475 < $\eta$ < 0). The length of each half-barrel is 3.2 m, their inner and outer diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in front of its inner surface, over the full $\eta$-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout electrodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no

Figure 3.15: [101] This is a sketch of a LAr accordion module where the different layers are visible in $\phi$ which is pointing up in this figure. The granularity in $\eta$ and $\phi$ of the calorimeter cells for each of the three sampling layers and of the trigger towers ($\eta \times \phi = 0.1 \times 0.1$) is also shown. These trigger towers will be discussed more in the chapter 4 section.
$\Delta \eta = 0.05$. The fine “strips” in the first layer allow for discrimination of electromagnetic showers from electrons/photons versus energetic pions. For example, a neutral pion can shower to photons ($\pi^0 \rightarrow \gamma\gamma$) and the angular distance between the two photons can be small\(^\text{17}\), the fine “strips” allow for discrimination of photon showers from pion showers. The EMB is composed of two half-barrels and covers $|\eta| < 1.475$. The LAr EMEC is composed of two wheels and covers the region $1.375 < |\eta| < 3.2$. An additional thin LAr presampler covering $|\eta| < 1.8$ allows corrections for energy losses upstream of the electromagnetic calorimeter (EMCal).

\(^{17}\)See [121], a $\pi^0$ with $E \sim 50\text{ GeV}$ will have two decay photons with $\Delta R < 1\text{ cm}$ at 150 cm from the interaction point. If no sufficient resolution, this looks like a single photon which can also be faked by hadronic showers. For a large background like multijet which has a cross-section of $10^{e8}$ larger than $H \rightarrow \gamma\gamma$ cross-section, rejecting jets faking photons like these is important for physics impact.

Figure 3.16: [101] This is a sketch of a Tile calorimeter (Tile) module showing how the mechanical assembly and the optical readout are integrated together. The various components of the optical readout are shown: the tiles, the fibers, and the photomultiplier tubes. Each wedge is approximately $\Delta \phi = 0.1$ which is around 20 cm.
The tile calorimeter is a sampling calorimeter using steel as the absorber and scintillator as the active medium covering the region $|\eta| < 1.7$. As seen in fig. 3.14, it is located behind the EMB and EMEC and divided into a long (central) barrel that is 5.8 m in length covering $|\eta| < 1.0$ and two extended barrels on each side of the detector each 2.6 m in length covering $0.8 < |\eta| < 1.7$ with radius $r = 2.28$–4.25 m. Each barrel consists of 64 modules (or wedges) as seen in fig. 3.16. The HEC uses LAr with a Copper/Liquid-Argon sampling calorimeter which covers $1.5 < |\eta| < 3.2$. There are two wheels on each side of the detector, with each wheel consisting of 32 wedge-shaped modules. Finally, the FCal extends the hadronic calorimeter sampling range by providing coverage over $3.1 < |\eta| < 4.9$, with much coarser granularity. There are 3 modules on each side for the FCal, one electromagnetic module (Copper/Liquid-Argon) and two hadronic modules (Tungsten/Liquid-Argon).

<table>
<thead>
<tr>
<th>Detector</th>
<th>Shower</th>
<th>Absorber</th>
<th>Active</th>
<th>Coverage</th>
<th>Number of Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMB</td>
<td>EM</td>
<td>Lead</td>
<td>Liquid-Argon</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>EMEC</td>
<td>EM</td>
<td>Lead</td>
<td>Liquid-Argon</td>
<td>$1.375 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>Tile</td>
<td>Had</td>
<td>Steel</td>
<td>Scintillator</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>Had</td>
<td>Steel</td>
<td>Scintillator</td>
<td>$0.8 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>HEC</td>
<td>Had</td>
<td>Copper</td>
<td>Liquid-Argon</td>
<td>$1.5 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>FCal</td>
<td>EM</td>
<td>Copper</td>
<td>Liquid-Argon</td>
<td>$3.2 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>Had</td>
<td>Tungsten</td>
<td>Liquid-Argon</td>
<td></td>
<td>754</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>179166</strong></td>
</tr>
</tbody>
</table>

Table 3.2: Summary of the sampling calorimeters in the calorimetry section, their coverage in $\eta$, and the 179166 readout channels. Here, “EM” means the calorimeter component measures an electromagnetic shower, while “Had” means the calorimeter component measures a hadronic shower.

To wrap up this section, I want to briefly discuss an important characteristic of calorimeters: energy resolution. A natural feature that comes out of the calorimeter is the improved energy resolution
as the energy increases\textsuperscript{18}. Luckily, the upgrades at the LHC mean that even more highly-energetic particles will be measured by the calorimeters and that comes with improved resolution at no cost\textsuperscript{19}. In most cases, the calorimeter energy resolution improves with energy as $1/\sqrt{E}$, where $E$ is the energy of the incident particle. For practical purposes, the resolution is reported \cite{121} as a number with 3 components as in eq. (3.8)

$$\frac{\sigma(E)}{E} = \frac{a}{\sqrt{E}} \oplus \frac{b}{E} \oplus c,$$  \hspace{1cm} (3.8)

where the symbol ‘⊕’ indicates a quadratic sum. The first term $a$ represents the “stochastic term”, the second term $b$ represents the “noise term”, and the third term represents the “constant term”. Each of these terms is understood by their dependency on the energy of the incident particle $E$. The “stochastic” term arises out of the calorimeter response being proportional to the number of track segments in the shower and a statistical argument can be made to show that this depends on $\sqrt{E}$. This is usually the dominant term that limits the resolution of a calorimeter at low energies. The “noise” represents the electronic noise in the readout chain. The “constant” term includes contributions that do not depend on the energy of the particle such as how the calorimeter shapes the the particle impact point or nonuniformity of the detector geometry. At high energies, calorimeter resolution is limited by the “constant” term. For ATLAS, the quoted energy resolution \cite[Chapter 33. Particle detectors]{40} for the EMCal is

$$\frac{\sigma(E)}{E} = 10\% \oplus \frac{0.3}{\sqrt{E}} \oplus 0.4\%$$ \hspace{1cm} (3.9)

To interpret this correctly, a 100 GeV electron will have $\frac{\sigma(E)}{E} = 1\% \oplus 0.003 \oplus 0.4\% = 1.1\%$ while a 10 GeV electron will have $\frac{\sigma(E)}{E} = 40\%$. At this low energy, the tracking section 3.6 will help improve this measurement from the calorimeter. In \cite{122}, ATLAS measured the jet energy resolution in Run

\textsuperscript{18}Another feature is that the electromagnetic showers grow in size as well, which is why deeper calorimeters are needed at higher energies

\textsuperscript{19}There are downsides such as much harder radiation impacting the instrumentation means more repairs, maintenance, and upgrades.
1 to be from 20% to 10% for jets within $|y| < 2.8^{20}$ and $30 \text{ GeV} < p_T < 500 \text{ GeV}$.

Figure 3.17: [101] A cut-away view of the ATLAS muon system.

### 3.8 Muons and the Muon Spectrometer

The conceptual layout of the **muon spectrometer (MS)** is shown in fig. 3.17. This entire system [101, 123] is based on the magnetic deflection of muon tracks in the large superconducting toroid magnets. For $|\eta| < 1.4$, the magnetic bending is provided by the large barrel toroid; for $1.6 < |\eta| < 2.7$, the muon tracks are bent by two smaller end-cap magnets inserted into both ends of the barrel toroid; and in the transition region $1.4 < |\eta| < 1.6$ the bending is provided by both the end-cap and barrel fields. In the barrel (transition and end-cap) region, the muon tracks are measured in chambers

---

20Rapidity.
arranged in three cylindrical (planes) layers parallel (perpendicular) to the beam axis. The coverage and number of channels is summarized in Table 3.3.

The Monitored Drift Tubes (MDT) [124] (1163 chambers) and Cathode Strip Chambers (CSC) [125] (32 chambers) provide the precision measurements for the system. Over most of the $\eta$ range, this is largely done by MDT, while CSC takes over for large pseudorapidities. For $\eta < 2.4$ the trigger chambers has the unique role of providing bunch-crossing identification, well-defined $p_T$ trigger thresholds, and measure the muon coordinate in a direction orthogonal to the precision-tracking chambers. The trigger chambers is composed of Resistive Plate Chambers (RPC) [126] and Thin Gap Chambers (TGC) [127].

<table>
<thead>
<tr>
<th>Detector</th>
<th>Coverage</th>
<th>Number of Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDT</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>CSC</td>
<td>$2.0 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>RPC</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>TGC</td>
<td>$1.05 &lt;</td>
<td>\eta</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of the components of the muon spectrometer, their coverage in $\eta$, and the number of readout channels.
This chapter provides an introduction to the Trigger and Data Acquisition (TDAQ) system in ATLAS. The trigger system is a crucial component of the experiment, responsible for selecting events of interest at a recording rate of approximately 1 kHz from up to 40 MHz of proton-proton collisions corresponding to 25 ns bunch spacing of the LHC.

I will describe an overview and motivation triggering in section 4.1, the subsystems of the trigger system in section 4.2 during Run 2, a brief description of a trigger menu section 4.3, and discuss the data and simulated samples for the thesis analysis in section 4.4. Finally, I close off this chapter by discussing the instrumentation upgrades in section 4.2.1 for Run 3 and beyond.

### 4.1 Overview

During Run 1, the trigger system [129, 130, 131, 132, 133] of the ATLAS experiment operated at instantaneous luminosities of $8 \times 10^{33} \text{cm}^{-2} \text{s}$ with center-of-mass energies $\sqrt{s} = 7-8 \text{ TeV}$. Since 2015, the start of Run 2, the center-of-mass energy nearly doubled to 13 TeV. This increase coupled with higher luminosity and more proton-proton interactions per bunch-crossing\(^1\) requires an efficient trigger system to maintain rates low enough to record data while maintaining the physics impact. The rest of this chapter will only describe the system from 2015 and beyond.

The TDAQ system shown in fig. 4.1 consists of a hardware-based first-level trigger (L1) and a software-based high-level trigger (HLT). The L1 trigger decision is formed by the Central Trigger Processor (CTP)\(^2\) which receives inputs primarily from L1 calorimeter trigger (L1Calo) and L1 muon trigger (L1Muon). The other role the CTP is preventative to protect front-end readout

---

\(^1\)more pileup

\(^2\)The CTP has a configurable lookup table mapping combinations of input signals to an output decision.
Figure 4.1: [128] A schematic overview of the ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. The main subsystems shown are the Level-1 (L1) trigger, the High-Level Trigger (HLT), and the Fast TracKer (FTK).
buffers from overflowing. This is known as dead-time and comes in two forms: simple and complex. Simple dead-time is the amount of time needed to allow the readout windows to process data\(^3\). Complex dead-time is the determined based on the rate in which the downstream front-end buffers can empty out\(^4\). The decision by the L1CTP is called the L1 accept (L1A) at a maximum rate of 100 kHz. Events are buffered in the read-out system to be processed by the HLT which receives region-of-interests (ROIs) from the L1 subsystems for locally-based reconstruction. After the HLT acceptance at a maximum rate of 1 kHz\(^5\), the events are transferred to local storage to be exported out to the Tier-0 computing facility\(^6\) at CERN for offline reconstruction, described in more detail in chapter 5. Each event is 1–2 MB in size which means the readout system writes out 1–2 GB s\(^{-1}\) to disk. At the end of the day, the ATLAS detector can only save one event for every 40000 produced at the LHC. The trigger system is crucial and optimized to increase the chance of selecting the interesting, rare events for offline physics analysis.

### 4.2 The TDAQ Subsystems

#### 4.2.1 Level-1 Trigger

The Level-1 Trigger is composed of two main subsystems: L1Calo and L1Muon. The L1 trigger decision, L1A, is based on the outputs of the muon spectrometer section 3.8 and the calorimeters section 3.7. As the decisions need to be made quickly, all of the reconstruction algorithms are implemented in the hardware, and in some cases on FPGAs. The logic of L1Calo is much more complicated, compared to L1Muon, as it tries to identify electrons, photons, taus, jets, and calculate the missing transverse energy. As such, I expand more on the details of the L1Calo system as

---

\(^3\)In the start of 2015, this was set to 100 ns, or 4 bunch-crossings.

\(^4\)This concept of rate-limiting is often otherwise called a “token bucket” or a “leaky bucket”.

\(^5\)This is a detector readout limitation.

\(^6\)These computers are running Scientific Linux CERN (SLC), a publicly-available operating system for scientific computing.
it will also provide the necessary context for discussing the instrumentation upgrades described in . In the rest of this section, I describe the different components that go into the L1 CTP to make a decision, accepting 1 out of every 400 events.

Level-1 Calorimeter Trigger

The L1Calo trigger receives inputs from the hadronic and electromagnetic calorimeters as described in section 3.7. As seen in fig. 4.1, the inputs from the calorimeter need to be preprocessed by the preprocessor system [134]. This preprocessor digitizes and calibrates the analog signals from the calorimeter detectors. In particular, a bunch-by-bunch pedestal subtraction scheme enables a significant rate reduction of the triggers used. The bunch-by-bunch correction accounts for the increased trigger rates at the beginning of a bunch train caused by the combination of in-time and out-of-time proton-proton collision events convolved with the electronic pulse signal from LAr [135, fig. 2].

The preprocessor outputs are used as inputs to the Cluster Processor (CP) and Jet/Energy Processor (JEP) subsystems in parallel. These outputs are approximately 7000 trigger towers, of granularity $\Delta\eta \times \Delta\phi = 0.1 \times 0.1$, as shown in fig. 4.2. Figure 4.2 depicts the elements used for the electron/photon and tau/hadron algorithms. They are based on a sliding window of $4 \times 4$ trigger towers in both the electromagnetic and hadronic calorimeters to form six basic calculables [136]:

1. four $2 \times 1$ trigger tower regions are formed to measure the transverse energy of the electromagnetic showers (the vertical and horizontal sums inside the green)

2. a hadronic core (in red) of the four hadronic towers, behind the electromagnetic towers, used for isolation criteria in the hadronic calorimeters

3. four hadronic clusters which are the sum of the previous two items (1) and (2) to measure

\footnote{Since these firmware algorithms need to run in nanoseconds, the energy sums are scalar energy sums, rather than vector sums.}
Figure 4.2: [128] A schematic view of the trigger towers used as input to the L1Calo trigger algorithms.
the transverse energy of hadronic showers

4. an electromagnetic isolation ring (in yellow) which consists of the twelve electromagnetic towers surrounding the core (in green), used for isolation criteria in the electromagnetic calorimeters

5. a hadronic isolation ring (in purple) which consists of the twelve hadronic towers surrounding the core (in red), used for isolation criteria in the hadronic calorimeters

6. a $2 \times 2$ ROI which is summed over both the electromagnetic and hadronic layer to identify candidate ROIs

These six calculables are used by the algorithms to identify triggerable objects. The transverse energy thresholds are configurable for different $\eta$ regions\(^8\) to account for the varying detector energy responses. There are two main modules here: Cluster Processor Module (CPM) and Jet/Energy Module (JEM).

**CPM** To identify a $2 \times 2$ ROI as an electromagnetic trigger candidate or a hadronic trigger candidate, the electron/photon (tau/hadron) algorithm searches for narrow, highly energetic showers in the electromagnetic calorimeters: applying a threshold on the electromagnetic tower region sums, isolation criteria by applying a maximum energy threshold, and making sure the showers do not (do) penetrate into the hadronic calorimeters; respectively. If these conditions are met, the window is said to contain the respective trigger candidate.

**JEM** To identify a $2 \times 2$ “jet” ROI, sliding trigger tower windows of sizes $4 \times 4$ and $8 \times 8$\(^9\) look for ROIs where the summed electromagnetic and hadronic transverse energy exceed a predefined threshold surrounding the ROI which is a local maxima. If these criteria are met, then the window is said to contain a “jet” trigger candidate.

---

\(^8\)Granularity here is $\Delta \eta = 0.1$

\(^9\)A $4 \times 4 (8 \times 8)$ window size is $0.4 \times 0.4 (0.8 \times 0.8)$ in $\Delta \eta \times \Delta \phi$. 
In the case where electronic saturation occurs, a trigger candidate is produced. These ROIs are sent to the Common Merger Extended Module (CMX) as Trigger OBjects (TOBs) which handles the logic of counting and identifying the position/energy to L1 topological processor (L1Topo). A TOB contains the transverse energy sum, \( \eta-\phi \) coordinates, and isolation thresholds (where relevant), as well as identifying information to specify what kind of TOB it is\(^{10}\). Additionally, these ROIs are also sent to the HLT to seed the trigger algorithms there.

**Level-1 Muon Trigger**

In parallel to L1Calo in section 4.2.1, the L1Muon system looks for coincidences in different layers of the muon chambers. Extra logic exists to reject muons that do not originate from the primary vertex. Events with muons with large transverse energy compared against a predefined threshold are selected and sent to L1Topo, through the Muon-to-CTP interface (MUCTPI), for a decision.

4.2.2 HLT

After the L1A, the events are processed by the HLT using finer-granularity calorimeter information, measurements from the MS, and tracking information\(^{11}\) from the ID. The HLT runs on a processing farm to perform a subset of offline event reconstruction. The lower input rate and software-based reconstruction allows for more complex and configurable trigger decisions. There are, however, some computational limitations such as track reconstruction that necessitates an upgrade, FTK, being commissioned\(^{12}\) in 2017 to allow for full tracking information at the HLT. The FTK is briefly described in section 4.2.2

\(^{10}\)Identifying information such as a JET TOB or an EM TOB, etc.

\(^{11}\)Note that the tracking information from the ID is not available at L1

\(^{12}\)This is a rather generic term that refers to both the process of making the reconstruction algorithms work as intended (commissioning of reconstructed objects) and the process of understanding how what is reconstructed in the detector corresponds to what actually happened in the detector (detector commissioning).
FTK

A new FTK system [137] will provide global ID track reconstruction at the L1 trigger rate using lookup tables stored in custom associative memory chips for the pattern matching capabilities for every event that contains a L1A. The FPGA-based track fitter performs a fast linear fit and the tracks are made available to HLT, allowing the use of tracks at a rate much higher than capable with a CPU-based system. Since the FTK provides a hardware-based tracking solution that can handle the challenge of high luminosity, it allows ATLAS to maintain trigger thresholds such as the ability to reconstruct and identify secondary vertices\(^{13}\).

4.3 Trigger Menu

The trigger menu [128] defines a list of L1 and HLT triggers and consists of five different flavors of triggers:

1. primary triggers – used for physics analyses and are typically unprescaled\(^ {14}\)

2. support triggers – used for efficiency measurements, performance measurements, and monitoring

3. alternative triggers – used for experimental/new triggers that overlap significantly with primary triggers – but could be useful for a specific analysis or purpose

4. backup triggers – like primary triggers but with tighter selections and a lower expected rate

5. calibration triggers – used for calibration effort

\(^{13}\)This is important in analyses that are sensitive to b-tagging for example, but this is explained more in chapter 5.

\(^{14}\)If a trigger is prescaled, this means the trigger rate is purposefully decreased in order to keep the output rate manageable.
When the LHC beams are colliding, multiple trigger menus are defined and available to be used. The rate and bandwidth constraints of the ATLAS detector, TDAQ, and offline computing are dependent on the luminosity and average number of proton-proton collisions. Therefore, the menu\textsuperscript{15} is defined for a given range of luminosity that provides an expected output rate during detector operation. The two most relevant constraints are 100 kHz for L1 and 1 kHz for HLT, the former is limited by ATLAS readout capability and the latter is limited by offline computing power. Trigger names all have the same pattern, as also used throughout this thesis later on, which consist of:

1. Trigger level: L1 or HLT

2. Multiplicity: SINGLE, MULTI, \(n \in \mathbb{Z}\)

3. Object type: \texttt{el} for electron, \texttt{mu} for muon, \texttt{j} for jet, \texttt{xe} for missing transverse energy, \texttt{te} for transverse energy

4. Threshold value in GeV

5. Seeded L1 trigger (if describing an HLT trigger)

So for example:

- \texttt{HLT\_MU20\_L1MU15} describes an HLT trigger requiring a 20 GeV muon candidate which is seeded by an L1 trigger requiring a 15 GeV muon candidate

- \texttt{HLT\_xe70} describes an HLT trigger requiring 20 GeV of missing transverse energy

\subsection*{4.4 Data and simulated event samples}

The data used in this analysis were collected by the ATLAS detector from \textit{pp} collisions produced by the LHC at a centre-of-mass-energy of 13 TeV and 25 ns proton bunch spacing over the 2015 and \textsuperscript{15}It can, and is, also defined for different types of bunch grouping from the LHC.
2016 data-taking periods. The full dataset corresponds to an integrated luminosity of 36.1 fb$^{-1}$ after the application of beam, detector and data-quality requirements. The uncertainty in the combined 2015+2016 integrated luminosity is 2.1%. It is derived, following a methodology similar to that detailed in [109], from a preliminary calibration of the luminosity scale using $x$–$y$ beam-separation scans performed in August 2015 and May 2016. Events are required to pass a $E_T^{\text{miss}}$ trigger with thresholds of 70 GeV, 100 GeV and 110 GeV at the HLT level for the 2015, early 2016 and late 2016 datasets, respectively. These triggers are fully efficient for events passing the preselection defined in section 7.3, which requires the offline reconstructed $E_T^{\text{miss}}$ to exceed 200 GeV. There are on average 24 inelastic $pp$ collisions (see section 3.3.1) in the dataset.

Samples of monte-carlo (MC) simulated events are used to model the signal and background processes in this analysis, except multijet processes, which are estimated from data. SUSY signal samples in which each gluino decays as $\tilde{g} \to t\bar{t}\tilde{\chi}_1^0$ were generated with up to two additional partons using MadGraph5_aMC@NLO [138] v2.2.2 at LO with the NNPDF 2.3 [139] PDF set. These samples were interfaced to Pythia v8.186 [140] for the modeling of the parton showering, hadronization and underlying event.

The dominant background in the signal regions is the production of $t\bar{t}$ pairs with additional high $p_T$ jets. For the generation of $t\bar{t}$ and single top quarks in the $Wt$-channel and $s$-channel the Powheg-Box [141] v2 event generator with the CT10 [142] PDF set in the matrix element calculations was used. Electroweak $t$-channel single-top-quark events were generated using the Powheg-Box v1 event generator. This event generator uses the four-flavour scheme for the NLO matrix elements calculations together with the fixed four-flavour PDF set CT10f4. For all processes involving top quarks, top-quark spin correlations are preserved. In the $t$-channel, top quarks were decayed using MadSpin [143]. The parton shower, fragmentation, and the underlying event were simulated using Pythia v6.428 [144] with the CTEQ6L1 PDF set [145]. The $h_{\text{damp}}$ parameter in Powheg, which controls the $p_T$ of the first additional emission beyond the Born level and thus regulates the $p_T$ of the recoil emission against the $t\bar{t}$ system, was set to the mass of the top quark ($m_{\text{top}} = 172.5$ GeV).

\[16\] This is a parameter that will be varied for theory systematics, as described in section 7.7.
All events with at least one leptonically decaying $W$ boson are included. Single-top and $t\bar{t}$ events in which all top quarks decay hadronically do not contain sufficient $E_T^{\text{miss}}$ to contribute significantly to the background.

Smaller backgrounds in the signal region come from the production of $t\bar{t}$ pairs in association with $W/Z/h$ bosons and possibly additional jets, and production of $ttt\bar{t}$, $W/Z+$jets and $WW/WZ/ZZ$ (diboson) events. Other potential sources of background, such as the production of three top quarks or three gauge bosons, are expected to be negligible. The production of $t\bar{t}$ pairs in association with electroweak vector bosons $W$ and $Z$ was modeled by samples generated at LO using MadGraph5_aMC@NLO v2.2.2 and showered with Pythia v8.186, while samples to model $t\bar{t}H$ production were generated using MadGraph5_aMC@NLO v2.2.1 and showered with Herwig++ [146] v2.7.1. These samples are described in detail in [147]. MadGraph5_aMC@NLO was also used to simulate the $tt\bar{t}\bar{t}$ production and the showering was performed with Pythia v8.186. The $W/Z+$jets processes were simulated using the Sherpa v2.2.0 [148] event generator, while Sherpa v2.1.1 was used to simulate diboson production processes. Matrix elements for the $W/Z+$jets and diboson processes were calculated using Comix [149] and OpenLoops [150] and merged with the Sherpa parton shower [151] using the ME+PS@NLO prescription [152]. The Sherpa diboson sample cross-section was scaled down to account for its use of $\alpha_{\text{QED}} = 1/129$ rather than $\alpha_{\text{QED}} = 1/132$, corresponding to the use of current Particle Data Group [153] parameters, as input to the $G_\mu$ scheme [154]. Samples generated using MadGraph5_aMC@NLO v2.2.2 were produced with the NNPDF 2.3 PDF set and $W/Z+$jets samples were generated with the NNPDF 3.0 PDF set [53], while all other samples used CT10 PDFs.

All simulated event samples were passed through the full ATLAS detector simulation using Geant4 [155]. The simulated events are reconstructed with the same algorithm as that used for data. For all samples, except the ones generated using Sherpa, the EvtGen v1.2.0 program [156] was used to simulate the properties of the bottom- and charm-hadron decays. All Pythia v6.428 samples used the PERUGIA2012 [157] set of tuned parameters (tune) for the underlying event, while Pythia v8.186 and Herwig++ showering were run with the A14 [158] and UEEE5 [159] underlying-event
tunes, respectively. In-time and out-of-time pile-up interactions from the same or nearby bunch-crossings were simulated by overlaying additional $pp$ collisions generated by PYTHIA v8.186 using the A2 tune [160] and the MSTW2008LO parton distribution function set [161] on top of the hard-scattering events. Details of the sample generation and normalization are summarized in table 4.1. Additional samples with different event generators and settings are used to estimate systematic uncertainties in the backgrounds, as described in section 7.7.

The signal samples are normalized using the best cross-section calculations at NLO in the strong coupling constant, adding the resummation of soft gluon emission at next-to-leading-logarithm (NLL) accuracy [162, 163, 164, 165, 166]. The nominal cross-section and the uncertainty are taken from an envelope of cross-section predictions using different PDF sets and factorization and renormalization scales, as described in [90]. The cross-section of gluino pair-production in these simplified models is $14 \pm 3 \text{fb}^{-1}$ for a gluino mass of 1.5 TeV, falling to $1.0 \pm 0.3 \text{fb}^{-1}$ for 2 TeV mass gluino. This is also summarized in table 4.1.

Finally, contributions from multijet background are estimated from data using a procedure described in [167], which performs a smearing of the jet response in data events with well-measured $E_T^{\text{miss}}$ (so-called “seed events”). The response function is derived in Monte Carlo dijet events and is different for $b$-tagged and non-$b$-tagged jets.

The specific list of samples used in the analysis are shown in appendix F.
<table>
<thead>
<tr>
<th>Process</th>
<th>Event Generator</th>
<th>Tune</th>
<th>PDF set</th>
<th>Cross-section order</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUSY signal</td>
<td>MadGraph5_aMC@NLO v2.2.2</td>
<td>A14</td>
<td>NNPDF2.3</td>
<td>NLO+NLL [162, 163, 164, 165, 166, 90]</td>
</tr>
<tr>
<td></td>
<td>+ Pythia v8.186</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg-Box v2</td>
<td>PERUGIA2012</td>
<td>CT10</td>
<td>NNLO+NNLL [168]</td>
</tr>
<tr>
<td></td>
<td>+ Pythia v6.428</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single top</td>
<td>Powheg-Box v1 or v2</td>
<td>PERUGIA2012</td>
<td>CT10</td>
<td>NNLO+NNLL [169, 170, 171]</td>
</tr>
<tr>
<td></td>
<td>+ Pythia v6.428</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}W/t\bar{t}Z/4$-tops</td>
<td>MadGraph5_aMC@NLO v2.2.2</td>
<td>A14</td>
<td>NNPDF2.3</td>
<td>NLO [172]</td>
</tr>
<tr>
<td></td>
<td>+ Pythia v8.186</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>MadGraph5_aMC@NLO v2.2.1</td>
<td>UEEE5</td>
<td>CT10</td>
<td>NLO [173]</td>
</tr>
<tr>
<td></td>
<td>+ Herwig++ v2.7.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>Sherpa v2.1.1</td>
<td>Default</td>
<td>CT10</td>
<td>NLO [154]</td>
</tr>
<tr>
<td>WW, WZ, ZZ</td>
<td>WW, WZ, ZZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W/Z$+jets</td>
<td>Sherpa v2.2.0</td>
<td>Default</td>
<td>NNPDF3.0</td>
<td>NNLO [174]</td>
</tr>
</tbody>
</table>

Table 4.1: List of event generators used for the different processes. Information is given about the underlying-event tunes, the PDF sets and the pQCD highest-order accuracy used for the normalization of the different samples.
4.5 ATLAS Trigger System Phase-I Upgrade

The current L1Calo trigger system functions with relatively high-resolution identification of events with a wide-variety of objects including electron, photons, tau-leptons, and jet objects, along with missing transverse energy. A detailed description of LAr Calorimeter Phase-I Upgrade design can be found in [175, 176] following the schedule of the LHC upgrade described in section 3.2. In order to maintain a high trigger acceptance and trigger rate for these objects, LAr plans to provide finer granularity by means of super-cells which are up to $\Delta\eta \times \Delta\phi = 0.025 \times 0.1$ providing information for each calorimeter layer. The planned L1Calo Feature EXtractors (FEXs) will take advantage of this increased granularity.

![Figure 4.3](image-url)

Figure 4.3: [177] The L1Calo system following the completion of the Phase-I upgrade at the start of Run 3. The new elements include the L1Calo PreProcessor Module (PPM), Optical Plant, Hub, ReadOut Driver (ROD), and the three FEXs: electron Feature EXtractor (eFEX), jet Feature EXtractor (jFEX), and gFEX.

Figure 4.3 shows The LAr Trigger Digitizer Boards (LTDBs) will digitize and transmit the input calorimeter signals to LATOME cards. The FPGA on each LATOME card will reconstruct the transverse energy of each super-cell and then transmits this information to each of the FEXs. Both jFEX and eFEX are meant to provide similar, yet improved functionality for the CPMs and
JEMs while gFEX [177] is a completely new addition that will be added as part of the Phase-I upgrade. After a L1A, the LAr Digital Processing System (LDPS) and FEXs deliver output data to the TDAQ readout chain via Front-End Link EXchange (FELIX) [178], a multi-purpose routing device that interfaces the various ATLAS sub-detectors to the data acquisition system. In order to allow for appropriate commissioning of these new FEXs, the LTDB will also send the legacy trigger towers ($\Delta \eta \times \Delta \phi = 0.1 \times 0.1$) to the current L1Calo preprocessor and along the path described in section 4.2.1.

In the following subsection, I describe how gFEX plans to fit in the system and Chicago’s unique role in this forward-facing project for Phase-I.

### 4.5.1 The Global Feature Extractor Module

The gFEX concept was introduced in mid-2013 and I joined the team shortly. This is an ongoing project and the physics motivations are presented in chapter 9. A block diagram of the gFEX module is shown in fig. 4.4 with a constructed board in fig. 4.5. A special feature of this subsystem is that it receives data from the entire calorimeter with a single electronics module. This maximizes trigger capability and flexibility for future trigger menus. The requirement of a single module imposes unique constraints on the design of this board. In order to be installed by the ATLAS detector and allow for reasonable temperature/power usage, up to four FPGAs can reasonably fit on the board.

There are three large Processor FPGAs (pFPGAs) for data processing and a Zynq+® from Xilinx that combines an FPGA and a CPU into a System-on-Chip (SoC). Chicago’s role is to provide slow-control and monitoring of gFEX through the Zynq+®. The design is for each of the three pFPGAs to have 100 high-speed links\(^\text{17}\) for input calorimeter data and output TOBs, ROIs, and calorimeter data. Unlike the design of other FEXs, gFEX allocates more fibers to carrying calorimeter output than for intra-FPGA communications. Each pFPGA has $2\pi$ azimuthal coverage for a given slice.

\(^{17}\) Also known as fibers.
in $\eta$ and executes all feature identification algorithms. Two pFPGAs handle the central $|\eta| < 2.5$ region receiving data from EMCal and hadronic calorimeter (HCal) with the third pFPGA handling the forward $2.5 < |\eta| < 4.9$ region receiving data from EMCal, HCal, and FCal.

The FPGA on the Zynq+$^\text{®}$, known as the Zynq FPGA (zFPGA), is also employed in the calculation of global quantities. Towers from LATOME containing calorimeter data are $\Delta \eta \times \Delta \phi = 0.2 \times 0.2$, known as gCaloTowers, are summed across layers to form gTowers which are used as inputs to algorithms on the pFPGAs that need to run in 5 Bunch Crossings (BCs) latency.

Physics objects and observables are reconstructed by very fast fixed-latency algorithms in firmware running on the pFPGAs and zFPGA. These identified features are used in the L1 trigger decision. These algorithms have 5 BCs to run, out of a tentative total latency of 15 BCs given to gFEX for Run 3, as described in table 4.2. These algorithms currently include tower building to form
Figure 4.5: A picture of the gFEX v4 board at Brookhaven National Lab. The three pFPGAs have not been placed yet. The Zynq+® is placed with a heat-sink and fan on top in the lower-right. This board has successfully loaded the custom Linux kernel I built along with the “iroman” slow-control and monitoring software.
Latency (BC) | pFPGA | zFPGA
---|---|---
2.0 | receiver & deserialization | 
1.0 | demultiplexing & synchronization | 
5.0 | primitive processing (Algorithms) | 
1.0 | TOB selection for output | global fragment transfers
1.0 | TOB selection for output | global TOB processing
1.0 | multiplexing | multiplexing
2.0 | transmitter & serialization | transmitter & serialization
2.0 | optical fiber to L1Topo (10 m) | optical fiber to L1Topo (10 m)
15.0 | Total latency for gFEX | 

Table 4.2: [177] Latency profile of the real-time trigger path for the gFEX. The maximum latency envelope is 15 BCs including transmission to the L1Topo.

gTowers\textsuperscript{18}, pile-up suppression, and calculations for: jet multiplicity, jet substructure, total and missing transverse energy. An illustration of gTower segmentation and gBlock formation is shown in fig. 4.6.

More algorithms are being designed and tested through the entire gFEX development and commissioning process. More details on some of the physics studies being performed are shown in chapter 9. After these algorithms finish processing, the zFPGA steps in the role of forming TOBs which contain global quantities, such as pileup and missing transverse energy, and quantities related to jet candidates, such as jet multiplicity, found with the algorithms. These TOBs are sent to L1Topo for a decision. A trigger menu will be designed based on the rates of certain objects. For example, fig. 4.7 shows a study of rates that I did for gFEX where there was an average of 80 and 200 proton-proton collisions per event, high luminosity and high pileup.

For example, in order to obtain a 10 kHz rate with a single gTower trigger, a 80 GeV threshold

\textsuperscript{18}While gTowers are useful from a physics perspective, latency requirements forces us to be a little bit clever about the design of the algorithms on firmware. A contiguous group of gTowers are formed into gBlocks, as long as the scalar sum of gTower energy is greater than a threshold, which are used as common inputs to the algorithm firmware.
Figure 4.6: [177] gTower segmentation in the calorimeter. Note the special gTower coverage at $2.4 < |\eta| < 2.5$ and $3.1 < |\eta| < 3.2$. The central regions covered by pFPGA 1 and pFPGA 2 contain primarily gTowers of size up to $\Delta \eta \times \Delta \phi = 0.2 \times 0.2$ and the forward regions have up to $\Delta \eta \times \Delta \phi = 0.4 \times 0.4$. gBlock formation is also illustrated in colors here as contiguous blocks of gTowers, often $3 \times 3$. Note that gBlocks in an event are allowed to overlap. Also note that not all gBlocks have the same size.
needs to be set for events with an average of 80 proton-proton collisions, while a 95 GeV threshold needs to be set for events with an average of 200 proton-proton collisions.

If one were to design a trigger menu based on these results from gFEX for $\langle \mu \rangle = 200$, L1_GFEX_1T95, L1_GFEX_2T55, and L1_GFEX_4B35 are possible items providing a 10 kHz rate. This study is preliminary and further work needs to be done to understand the rates of the TOBs provided by gFEX for commissioning and trigger menu definition. Some studies on the efficiency of the trigger are provided in chapter 9.

### 4.5.2 Slow Control and Monitoring of gFEX

In order to ensure that the gFEX module functions properly through the entirety of an experiment, it is important to be able to flag problematic data and to detect when the board is under excessive load before it affects other subsystems and the experiment as a whole. The gFEX has a complete snapshot of the calorimeter information for each event and a Zynq+$^\text{®}$ capable of processing this data. Calorimeter information can be sent\(^{19}\) to the Zynq+$^\text{®}$ for further processing based upon:

- an error flag from the calorimeter data (such as a failed checksum)
- a signal or flag from the FEX algorithms
- a period clock
- an external signal

This last bullet point is of note as this external signal is a command sent from the ATLAS control room over a networking interface. The monitoring framework will be capable of sampling the data to provide reports of the health of gFEX at various levels. For example, the health of the board can be reported through histograms of calorimeter channels with errors; errors in an event can be

\(^{19}\)At a rate less than the bunch crossing rate of 40 MHz.
Figure 4.7: gFEX rates shown for a simulated sample with (a) 80 and (b) 200 proton-proton interactions, representing potential data events for HL-LHC. Each curve corresponds to a different trigger item requiring one, two, or more gFEX trigger objects (gTowers [dark curves], gBlocks [light curves]) with the $x$-axis representing the energy threshold required for the trigger object and the $y$-axis showing the potential rate for the given selection. A lower threshold can provide a highly efficient trigger while maintaining rates based on the readout capabilities of the ATLAS detector.
detected by emulating the FEX algorithms on the CPU of the Zynq+®; or time-dependent errors such as flagging errors correlated amongst many BCs.

Having a SoC provides many benefits by allowing an operating system to be loaded directly on gFEX and programmed using modern programming languages, such as Python, to provide a maintainable and flexible interface. Unlike the firmware written for FPGA which requires updates and changes when using a different chip, software remains largely the same as the kernel loads and unloads the necessary drivers to interface with the different hardware. It is important to gFEX to switch hardware as the full module and final design is realized as a series of incrementally improved boards for testing different components. Since joining gFEX, I have developed “meta-l1calo” – a full suite of tools for compiling a Linux kernel from scratch incorporated with specific tools such as Python and I2C (I\textsuperscript{2}C) drivers; and ironman – an open-sourced, single-threaded monitoring framework written in Python to be used on SoCs in L1Calo to connect control and monitoring requests with hardware in a transport-neutral way. The technical details of “meta-l1calo” and ironman are described in ?? and appendix C. Because of this flexibility, you can customize the gFEX to present itself as a representational state transfer application programming interface (RESTful API), borrowing from modern techniques used to power the internet today, such as querying for monitoring data to be populated by navigating with your browser as demonstrated in fig. 4.8. This software has been successfully deployed on multiple iterations of gFEX boards and can reduce the learning curve for slow-control and monitoring on custom SoCs.

As ironman is single-threaded, one can take advantage of of Multi-Processor SoCs (MPSoCs) like Zynq+® to run different, multiple instances of ironman can run in parallel with different functionalities. An instance of ironman can run slow-control for the I\textsuperscript{2}C and clock configuration, separately from an instance running monitoring of the on-board temperature and power usage. This separation of concerns and modularity allows the board to function for the next 20 years with minimal expert intervention.
Figure 4.8: Demonstration of ironman’s flexibility and adaptability to various programming languages and data transfer models. The flexibility is demonstrated by (a) a website with Javascript polling the board, (b) direct access over SSH with Python, and (c) a RESTful server running on the board.
4.5.3 Trigger-Aware Analysis Software

An integral part of introducing instrumentation to the ATLAS detector is having the ability to monitor the gFEX performance in order to spot trouble before it affects the experiment as a whole. The gFEX can also be used to monitor actual physics, for example, we can keep track of when the missing transverse energy is higher than normal for several sequential bunch crossings. Monitoring is controlled by the Zynq+ which receives and process the calorimeter data and interacts with the other components of the L1Calo system. The Zynq+ will also interact with non-L1Calo systems like external servers for logging.

Trigger-aware analysis has not yet been implemented. The readout size for every gTower is approximately 16.4 kB/event (15 bit × 1120 gTowers). Only reading out the TOBs would be less than 1.75 kB/event. This information could be read out directly to a dedicated stream for analysis of the gFEX TOBs offline.
Chapter 5

EVENT RECONSTRUCTION

The goal of particle physics experiments is to reconstruct and measure the outgoing particles produced in proton-proton collisions to describe the hard scatter process. After an event is accepted by the ATLAS trigger systems to be recorded to disk, the objects of interest such as electrons, muons, and jets must be reconstructed from the low-level detector signals. These complex objects, meant to be representative of the true SM particle, are built from some of the low-level detector signals, such as muon spectrometer tracks or energy depositions in the electromagnetic or hadronic calorimeters. As the LHC is a hadron collider, the LHC tends to produce colored final states through the collisions of gluons. Many BSM physics models contain these hadronic objects which are crucial to reconstruct accurately, amidst the initial and final state radiation and multiple simultaneous proton-proton collisions. Once reconstructed, the measured properties of these objects may be calibrated to a particular energy scale.

This chapter describes in detail the methods of standard ATLAS event reconstruction used for jets (section 5.1), b-jets (section 5.2), muons (section 5.3), electrons and photons (section 5.4), taus (section 5.5), and missing transverse momentum (section 5.6).

5.1 Jets

The first question with a particle physics detector is how to measure the hadronic final state. The difficult in reconstructing quark and gluons is because, due to the nature of QCD described in section 2.1.3, colored particles cannot be observed directly in the detector. Quarks and gluons get “smeared” by the showering process, and “obscured” through the hadronization process. The solution is to build objects called jets, the name for collimated sprays of particles produced by quarks and gluons as they shower and hadronize. The final step to connect theory in section 2.1.3 to the calorimeters in section 3.7 in order to measure jets are to cluster inputs from the calorimeter
as shown in fig. 5.1. Proton-proton collisions produce partons which shower (parton jet) and then hadronize (particle jet) into colorless objects which deposit their energies in the HCal and EMCal.

Figure 5.1: [179] The evolution of the partonic system which demonstrates how jets are formed and measured by the calorimeters in ATLAS.

From these energy depositions, one can group them up to form jets, as shown in the candidate
event from my SUSY search (fig. 5.2). In the event display, the six jets are represented by cones around the groups calorimeter energy deposits, but this is where things start getting tricky. How do we deal with the underlying event that consists of initial and final state radiation, of pile-up, of the multiple, simultaneous proton-proton collisions that can obscure the physics of the hard scatter? How can we start to identify more than two or three jets cleanly even as we move to a higher luminosity with more proton-proton interactions per BC?

![ATLAS Experiment Image]

Figure 5.2: [180] A candidate supersymmetry event with 6 jets (shown as cones) and a muon track which is colored red. The $b$-quark tagged jets are colored blue, while the non-$b$-quark tagged jets are colored yellow. The size of the jet cones are proportional to the measured and calibrated $p_T$ of the jet. ID tracks with $p_T > 1$ GeV are colored green and their brightness is proportional to their $p_T$. The LAr and Tile are colored teal and yellow, respectively, and their length is proportional to the measured transverse energy deposit.

The rest of this section is dedicated to describing the goal of jet clustering algorithms (section 5.1.1), calibrating the energy of jets (section 5.1.2), characterizing the uncertainty of the jet calibrations (section 5.1.4), and some kinematic properties of jets at $\sqrt{s} = 13$ TeV (section 5.1.5).
5.1.1 Jet Algorithms

The shower of particles in the calorimeter originating from the fragmentation and hadronization of quarks and gluons produces objects known as jets. However, jets are not unique, and are instead defined based on the clustering algorithm, its parameters, and its inputs. In the Snowmass Accords of 1990 [181], there was a first attempt to define a set of requirements jet algorithms needed to fulfill including:

- simple to implement in an experimental analysis;
- simple to implement in the theoretical calculation;
- defined at any order of perturbation theory;
- yields finite cross section at any order of perturbation theory;
- yields cross section that is insensitive to hadronization.

Over the past 25 years, many algorithms have come and gone. The so-called cone algorithms [182], have become the most popular option by experimental physicists [183]. Typically, these algorithms collect all particles within some stable, seeded cone defined by a size parameter $R$, the cross-sectional area of the cone in the $\eta-\phi$ plane. These “simple” cone algorithms were used with mixed success as they did manage to satisfy many of the requirements for jet algorithms, however they were found to not be infrared-safe (IR-safe) and collinear-safe as shown in fig. 5.3. IR safety is a theoretical guideline that adding or removing soft particles should not change the result of jet clustering. In practice, the underlying event and pile-up activity should not affect the jet final state in hard scattering. Collinear safety states that the splitting of a large $p_T$ particle into two collinear particles should not affect the jet finding, or the number of jets identified.

For example, a seeded cone algorithm fails to be collinear-safe, as the choice of seed is often the one with the most energy, and accidental collinear fragmentation can suppress the seed. Similarly, cone algorithms that varied the center of the jet as it clustered more inputs together would not be IR-safe.
as the addition of soft gluon radiation could shift the center enough to overlap with an existing jet. Both IR-safety and collinear-safety have dictated the guidelines for the next generation of cone algorithms. By changing focus from seeds and the cones around seeds, to relationships between close-by inputs, one can satisfy both of the safety requirements. Instead of identifying inputs based on their distance to a seed, identify pairs of inputs based on their distance parameter. If two inputs have a distance parameter below some threshold, they are merged and the process continues until no merges are possible [182]. This was able to solve the safety requirements by merging together both collinear particles as well as soft particles. This next generation, known as sequential recombination algorithms, was defined in six steps depending on two parameters, $R$ (size parameter) and $P$ (algorithm choice, explained further below):

1. For each protojet $i$, define the **jet-beam distance measure**,

   \[ d_i = p_{T,i}^2. \]  
   \( (5.1) \)

2. For each pair of protojets $i, j\forall i \neq j$, define the **jet-jet distance**, 

   \[ d_{i,j} = \min(d_i, d_j) \left( \frac{\Delta R_{i,j}^2}{R^2} \right). \]  
   \( (5.2) \)

3. Minimize the set of $d_i$ and $d_{i,j}$ so far and call this $d_{\text{min}}$.

4. If $d_{\text{min}}$ belongs to a protojet $i$ (the set of $d_i$), then the protojet is not mergeable, removed as
an input, and is defined as a jet.

5. If $d_{\text{min}}$ belongs to the distance between protojets $i, j$ (the set of $d_{i,j}$), then the two protojets are removed, merged into a single protojet $k$, and added as an input.

6. This repeats until there are no more remaining protojets $i$.

The choice of the parameter $P$ corresponds with the choice of particular algorithm which is applied.

$P = 1$ This defines the $k_t$ algorithm [185]. Softest protojets are clusters first into harder ones. As soft radiation is prioritized, this algorithm can be susceptible to energy fluctuations from pile-up and detector noise. This typically forms irregularly-shaped jets.

$P = 0$ This defines the Cambridge-Aachen (C/A) algorithm [186]. This omits all trace of $p_T$-dependence in the clustering and depends only on angular properties. This was still susceptible to some of the same problems at the $k_t$ algorithm, being sensitive to soft gluon radiation. Also like $k_t$ algorithm, this typically forms irregularly-shaped jets as well.

$P = 1$ This defines the anti-$$k_t$$ algorithm [187, 188]. This algorithm prefers the hardest protojets and clusters them first. This is similar to the cone algorithms because it prefers hardest protojets which are seed-like.

The FastJet software package [188] contains the technical execution of the jet clustering algorithms and was able to reduce the complexity of jet finding to $O(n \ln n)$ for $n$ inputs [189]. Figure 5.4 depicts the three different algorithm choices for $P = 0, \pm 1$. For this thesis, the anti-$k_t$ algorithm is used with an $R$ parameter $R = 0.4$ which is a typical parameter for small-radius jets in ATLAS. Larger jets are typically $R = 1.0$ or $R = 1.2$, are more sensitive to pile-up contributions, but are not used in this analysis.

The last consideration is about the inputs to these jet algorithms which form different kinds of jet collections for a given algorithm. For example, to produce truth jets, inputs are simulated particles by a Monte-Carlo generator. These are generally used to study the performance of algorithms.
without detector effects and to calibrate/study the resolution of other reconstructed jets. Jets can be formed from tracks, track jets, inputs are the hits in the ID which correspond to trajectories of charged particles. Another set of jets are calorimeter jets\textsuperscript{1}, inputs are energy deposits left in the calorimeter for both neutral and charged particles.

Given the computing budget for ATLAS and the ability to do offline reconstruction quickly for analyses, using the energy measurements in the calorimeter at the cell level, readouts, is computationally intensive. Calorimeter cells are also very sensitive to pile-up and a single quark could shower over many cells. In pre-2011 ATLAS operations, the cell noise was almost entirely electronic noise. Now that pile-up is significant, the noise contribution from pile-up is also dominating as shown in fig. 5.5 and summarized in eq. (5.3) \[190\].

\[
\sigma_{\text{noise}} = \begin{cases} 
\sigma_{\text{electronic noise}} & \text{(2010 and prior)} \\
\sigma_{\text{electronic noise}} \oplus \sigma_{\text{pile-up noise}} & \text{(2011+)} 
\end{cases}
\]  

(5.3)

In eq. (5.3), $\sigma_{\text{electronic noise}}$ is the electronic noise and $\sigma_{\text{pile-up noise}}$ is the noise from pile-up determined with Monte-Carlo simulations for $\langle \mu \rangle \geq 8$.

Given this noise contribution, calorimeter cells were clustered together to form \textbf{Three-dimensional topological clusters} (or topoclusters, for short) using an algorithm designed to maintain a certain

\textsuperscript{1}Colloquially known as “reco jets”, short for reconstructed jets.
Figure 5.5: [191] The energy-equivalent cell noise in the ATLAS calorimeters on the electromagnetic scale as a function of $|\eta|$ in the detector for the (a) 2010 configuration with $\langle \mu \rangle = 0$, (b) 2011 configuration with $\langle \mu \rangle = 8$, and (c) 2012 configuration with $\langle \mu \rangle = 30$. The various colors indicate the noise in the first layer of the FCal and the three layers of the LAr EMCal, the three layers of the Tile, the four layers of the HEC, and the three modules of the FCal. The higher levels in 2011 and 2012 compared to 2010 indicate the contribution from increased pile-up.

The amount of cell signal to the average expected noise in the electromagnetic calorimeters [191]. These topoclusters are seeded by cells with a large signal-to-noise ratio $S$, and then these seeds are summed with the scalar energy measured in adjacent cells, $N$, up to a boundary condition, $P$. This algorithm is shown in eq. (5.4) and the three particular parameters $S > 4, N > 2, P > 0$ were chosen and optimized using studies with ATLAS test-beam data [190].

\[
\begin{align*}
|E_{\text{EM cell}}| &> S \sigma_{\text{noise, cell}} \quad \text{(primary seed threshold); } \\
|E_{\text{EM cell}}| &> N \sigma_{\text{noise, cell}} \quad \text{(threshold for growth control); } \\
|E_{\text{EM cell}}| &> P \sigma_{\text{noise, cell}} \quad \text{(boundary cell filter).}
\end{align*}
\]

Figure 5.6 shows the three stages of topoclustering described by eq. (5.4). Since negative energies are allowed to join topoclusters, primarily caused by the pulse shaping of the LAr calorimeter and caused by pile-up, are expected to partially cancel the positive fluctuations by pile-up. Finally,

\[^2\text{Here, the noise is the expected noise } \sigma_{\text{noise in eq. (5.3)}.}\]
Figure 5.6: [191] Stages of topocluster formation in the first module of the FCal for a simulated dijet event with at least one jet entering the calorimeter is shown for $\sqrt{s} = 8$ TeV. Shown are (a) seed cells for topoclustering, (b) growth cells, and (c) boundary cells. Cells which are not colored, but contained inside a topocluster boundary are cells with negative energy.

topoclustering also improves the performance of the calorimeter by suppressing isolated fluctuations due to pile-up and electronic noise.

5.1.2 Jet Calibrations

The jets formed from topoclusters are reconstructed at the electromagnetic scale as described in section 5.1.2 are still not ready for use by analyses. A series of further corrections are derived from both monte-carlo simulation and data\(^3\) to account for the non-compensating\(^4\) nature of the ATLAS calorimeters [192, 193]. Calibrations derived using both monte-carlo and data are applied in sequence as described in section 5.1.3 in order to get the energy scale of the jet as close to the scale of the particle. Section 5.1.4 describes the systematics and uncertainties associated with these corrections and calibrations that need to be considered by analyses using the calibrated jets. Note that MC simulation which is built on test beam data, prior collision data, and theoretical considerations is not a perfect description of the detector response, hence the need for in-situ calibrations after all other considerations.

\(^3\)Data-derived corrections are called in-situ corrections.

\(^4\)The energy measured by the detectors is not the full energy of the particle that is being detected/measured.
Topocluster Calibration

As topoclusters are used as inputs for the anti-\(k_t\) clustering algorithm in this analysis, the first step is to calibrate the topoclusters. The intention of the calibration scheme for topoclusters is to provide a calorimeter signal for physics object reconstruction that is agnostic to the kind of object being reconstructed. In addition, the signal from hadronically-interacting particles will always be smaller than the signal from electromagnetically-interacting particles depositing the same amount of energy due to the non-compensating nature of the hadronic calorimeters. Finally, one needs to account for energy losses due to dead material and inefficiencies of the clustering procedure itself. Therefore, a weight is assigned to each calorimeter cell based on the probability \(P_{\text{clus}}^{\text{EM}}\) of the topocluster to have been generated by an electromagnetic shower, using the kinematics of the topocluster:

\[
w_{\text{cell}}^{\text{cal}} = \left( P_{\text{clus}}^{\text{EM}} \cdot \frac{1}{w_{\text{EM}}^{\text{clus}}} \right) 
+ \left( 1 - P_{\text{clus}}^{\text{EM}} \right) \cdot \frac{E_{\text{dep}}^{\text{clus}}}{E_{\text{EM}}^{\text{clus}}} \cdot w_{\text{Had}}^{\text{clus}}
\]

By default, all topoclusters are reconstructed at the electromagnetic scale\(^5\), so \(w_{\text{cell}}^{\text{EM}} = 1\). \(w_{\text{cell}}^{\text{Had}}\) is the ratio of the energy deposited per-cell to the same energy reconstructed at the electromagnetic scale. Neutral pion showers, \(\pi^0 \rightarrow \gamma \gamma\), are used to calibrate the electromagnetic likelihood; positively charged pions, \(\pi^+ \rightarrow \pi^0 + e^+ + \nu_e\), are used to train the hadronic likelihood.

For Run I in ATLAS, \(0 < P_{\text{clus}}^{\text{EM}} < 1\) and jets built from topoclusters were known as LCW jets (local cell weighting)\(^6\). In Run 2, the default jets were EM jets\(^7\) built from topoclusters at the electromagnetic scale with \(P_{\text{clus}}^{\text{EM}} = 1\).

---

\(^5\)What this means is that the measured signal from the electromagnetic cells and hadronic cells are used with no other cell-level corrections.

\(^6\)Colloquially called “LCTopo”.

\(^7\)Colloquially called “EMTopo”.
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5.1.3 Jet Energy Calibration

The jet calibration procedure summarized in fig. 5.7 is intended to correct for several detector effects that affect the jet energy measurement:

- dead material: energy lost in the dead material of the detector, e.g. inactive absorbers and instrumentation
- non-compensation: difference in detector response between hadrons, leptons, and photons; specifically the response is lower for hadrons
- punch-through: energy leakage where the hadron showers deposit energy outside of the calorimetry system
- pile-up: energy originating from additional proton-proton collisions in the detector (part of the underlying event which includes initial and final state radiation)
- minimum threshold: hardware limits on energy deposits
- out-of-cone: inefficiencies in reconstruction due to not capturing the full particle shower in the jet

![Diagram of calibration stages](image)

Figure 5.7: [194] Calibration stages for EM-scale jets. Other than the origin correction, each stage of the calibration is applied to the four-momentum of the jet.

The following subsections briefly describe each stage, more detailed information is found in [194].
Jet Origin Correction

In this stage, the jet direction is corrected for the difference between the default ATLAS detector origin, the geometric center of the detector, and the actual position of the primary proton-proton interaction. In reality, particles point back to vertices at the main interaction point. Therefore the primary vertex of the event, especially in the case of multiple proton-proton interactions, is identified by the vertex consisting of the largest $\sum \vec{p}_T^2$ of tracks and the origin of the jet is corrected to point back towards this primary vertex. This correction improves the angular resolution of jets with a small effect on jet $p_T$. After this correction, the jets are said to be at the origin corrected scale.

Pile-up Correction

In this stage, the average additional energy due to multiple proton-proton interactions is subtracted from the jet using an area-based subtraction scheme [195]. The average energy density is calculated using $k_t R = 0.4$ jets described in eq. (5.6) as the median energy density calculated from the area $A^i$ and transverse momentum $p_T^i$ of each jet $i$.

$$\rho = \text{median} \left( \frac{p_T^i}{A^i} \right)_{k_t \text{ jets}} \quad (5.6)$$

$\rho$ represents the pile-up energy density of the calorimeter. Note an interesting feature is that while topoclustering mitigates pile-up correction partially by allowing for negative-energy cells to cancel out positive-energy cells, the $k_t$ clustering only permits positive-energy topoclusters in the calculation of pile-up energy density. The inclusion of negative energies in the calculation of pile-up is an interesting topic that will be explored more in chapter 9.

The $p_T$ of each jet is corrected by a variety of factors shown in eq. (5.7). One factor is to estimate the amount of pile-up in a jet of area $A$ using $\rho \times A$; one factor is a simulation-based residual
correction based on the position of the jet in pseudorapidity $\alpha(\eta)$ and number of primary vertices $N_{\text{PV}}$; and one factor is based on the average number of interactions per bunch crossing $\mu$ for the position of the jet in pseudorapidity $\beta(\eta)$. The different functions $\alpha(\eta)$ and $\beta(\eta)$ are determined from simulation and allows for both in-time and out-of-time pile-up effects to be accounted for as shown in fig. 5.8. The residual correction factors $\alpha$ and $\beta$ are taken from a fit to the purple bands.

\[ p_{\text{T}}^{\text{corr}} = p_{\text{T}}^{\text{EM}} - \rho \times A - \alpha(\eta) \times (N_{\text{PV}} - 1) - \beta(\eta) \times \mu \]  \hspace{1cm} (5.7)

Notice that there are four sources of uncertainty introduced by this calculation by $N_{\text{PV}}$, $\mu$, $\rho$, and an uncertainty due to the $p_{\text{T}}$-dependence of the correction itself. These uncertainties are included as part of the jet energy scale (JES) uncertainties discussed in section 5.1.4. After the correction is applied to jets, the jets are said to be at the pile-up corrected scale.

Figure 5.8: Dependence of the EM-scale anti-$k_t$ jet $p_{\text{T}}$ on (a) in-time pile-up and (b) out-of-time pile-up as a function of $|\eta|$ for $p_{\text{T}}^\text{truth} = 25$ GeV. The dependence is shown before pile-up corrections (blue), after area-based pile-up correction (purple), and after residual corrections (red) using $N_{\text{PV}}$ and $\mu$. 
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MC-based Correction

This correction is also known as the JES which is meant to correct the response of the jet energy and jet $\eta$ in the detector back to the truth level. A correction is derived from truth information in Monte-Carlo simulations in both $p_T$ and $\eta$, due to both the non-compensating nature of the ATLAS calorimeters and the changing geometry as a function of $\eta$. Reconstructed jets are first required to be isolated which requires that the minimum $\Delta R$ between pairs of jets is no less than $2.5 \times R$. In events with isolated jets, the reconstructed jets are matched to the corresponding truth jet using a $\Delta R$ association requiring that the truth jet and reconstructed jet are less than $0.75 \times R$. If a reconstructed jet has no matching truth jet, it is discarded.

$$R_{\text{jet}} = \frac{E_{\text{jet}}^{\text{reco}}}{E_{\text{jet}}^{\text{truth}}}$$ (5.8)

The jet energy response (see eq. (5.8)) of isolated, reconstructed jets in QCD multijet simulation is binned in energy of the matched truth-jet $E_{\text{jet}}^{\text{truth}}$ (see fig. 5.9) and pseudorapidity $\eta_{\text{det}}$ in the detector. Each bin produces a Gaussian distribution which is fit and the mean value is extracted, $\langle R_{\text{jet}} \rangle$. This peak value is used to transform $\langle E_{\text{jet}}^{\text{truth}} \rangle \rightarrow \langle E_{\text{jet}}^{\text{reco}} \rangle$ for each $\eta_{\text{det}}$ bin, known as the “numerical inversion” procedure to derive corrections in reconstructed jets from truth jets.

$$E_{\text{EM} + \text{JES}}^{\text{jet}} = \frac{1}{F(E_{\text{jet}}^{\text{reco}})} E_{\text{EM}}^{\text{jet}}$$ (5.9)

Finally, each entire $\eta$ bin is fit to $\langle R_{\text{jet}} \rangle$, $\langle E_{\text{jet}}^{\text{reco}} \rangle$ to produce the jet calibration function $F_{\text{calib}}(E_{\text{jet}}^{\text{reco}})$ which is inverted to obtain the correction (see eq. (5.9)) and bring the jets to the EM+JES scale. Figure 5.10 shows the corrections done on the jet $\eta$ derived in a similar fashion, but with the response defined as $R_{\text{jet}} = \eta_{\text{reco}}^{\text{jet}} - \eta_{\text{truth}}^{\text{jet}}$.

---

\(8\) We bin in truth-jet energy, rather than reco-jet energy to remove a dependence of the calibration on the reco-jet $p_T$ spectrum which includes detector-level effects that almost certainly introduce a bias.
Figure 5.9: [194] The average jet energy response as a function of $\eta_{\text{det}}$ for jets of a truth energy of 30, 60, 110, 400, and 1200 GeV. The energy response is shown after origin and pile-up corrections are applied. This shows the size of the calibration constants for jets built from topoclusters at the EM scale.

Global Sequential Calibration

Following the previous calibrations and corrections on the origin, pile-up, and jet energy scale; there is still an observed dependence on the longitudinal and transverse features of the jet. In particular, quarks and gluons shower and hadronize differently which means that quark and gluon jets will have a different response in the detector. As gluons split into pairs of quarks, gluon-initiated jets tend to have a high multiplicity of soft signals. Alternatively, quark-initiated jets will often include hadrons with a higher fraction of the jet $p_T$ that penetrate deeper into the calorimeter. As the goal of these jet calibrations is to be independent of the “type” of jet, removing these dependencies is important. This particular procedure, known as Global Sequential Calibration (GSC), was explored during the Run I calibration effort [196] which identified five variables that are used to improve the resolution of the JES. Each of these variables exist in a subset of the detector and corrections are applied sequentially:
Figure 5.10: [194] The signed difference between truth jet $\eta^{\text{truth}}$ and the reconstructed jet $\eta^{\text{reco}}$ due to biases in the jet reconstruction. This bias is addressed with an $\eta$ correction applied as a function of $|\eta_{\text{det}}|$. The effect of changing geometries, such as barrel end-cap transition region around $|\eta_{\text{det}}| \sim 1.4$ and endcap-forward transition region around $|\eta_{\text{det}}| \sim 3.1$ can clearly be seen.
1. $f_{\text{Tile0}}$, $|\eta_{\text{det}}| < 1.7$: the fraction of jet energy in the first layer of Tile

2. $f_{\text{LAr3}}$, $|\eta_{\text{det}}| < 3.5$: the fraction of jet energy in the third layer of the EMCal

3. $n_{\text{trk}}$, $|\eta_{\text{det}}| < 2.5$: the number of tracks with $p_T > 1$ GeV associated to the jet

4. $W_{\text{trk}}$, $|\eta_{\text{det}}| < 2.5$: the width of the tracks associated to the jet, weighted by their $p_T$

5. $n_{\text{segments}}$, $|\eta_{\text{det}}| < 2.7$: the number of muon tracks associated to the jet

Figure 5.11 shows the distribution of the five GSC variables. The variables used are properties that characterize the longitudinal and transverse topology of the energy deposited by the jet [196]. For example, a large energy deposit in calorimeter layers closest to the interaction point indicates a shower that developed early, leading to a lower detector response in the calorimeters as a fraction of that jet energy would not have reached the calorimeters.

In-Situ Calibration

Following the JES and GSC calibration steps, a data-driven approach, in-situ calibration, is applied to account for differences in jet responses between data and Monte-Carlo simulation. The corrections are designed to correct for the energy scale differences between data and monte-carlo, as monte-carlo is already calibrated at this stage to have the correct energy scale with respect to truth jets. The differences can arise from imperfections in the simulation of the hard scatter event, pile-up, jet formation, and so on. These differences are quantified by a jet balancing approach, where the $p_T$ of a jet is balanced against other well-measured reference objects, $R = p_T^{\text{jet}} / p_T^{\text{object}}$. There are four in-situ calibrations performed:

1. $\eta$-intercalibration: correct the response of jets in the forward region $0.8 < |\eta| < 4.9$ using well-measured jets in the central region $|\eta| < 0.8$

2. jet-balance using $Z$-jet ($Z^0 \rightarrow e^+e^-$, $Z^0 \rightarrow \mu^+\mu^-$) with a well-reconstructed $Z^0$ boson
Figure 5.11: [194] The average jet response in Monte-Carlo simulation as a function of the GSC variables for three different ranges of $p_T^{\text{true}}$. (a) and (b) are shown with no GSC corrections applied. (c) and (d) are shown with the first two corrections applied. (e) is shown with the previous four corrections applied. (a)-(d) are shown for $|\eta_{\text{det}}| < 0.1$ while (e) is shown for $|\eta_{\text{det}}| < 1.3$. 
3. jet-balance using $\gamma$+jet with a well-reconstructed photon

4. jet-balance using multijets with a high $p_T$ jet balanced against a system of low $p_T$ jets (multijet balance)

The jet $p_T$ response of the three jet-balance in-situ calibrations are shown in fig. 5.12. Each of these techniques are statistically combined, in overlapping regions of jet $p_T$, into a total calibration as shown in fig. 5.13. Each method is weighted by $p_T$ bin based on the statistical power, such that a method’s weight is increased in $p_T$ regions of smaller relative uncertainty and smaller bin size, in order to maximize the precision in each $p_T$ region. The inverse of this ratio is taken as the in-situ correction.

Figure 5.12: [194] The average jet $p_T$ response of EM+JES jets calibrated up to the $\eta$-intercalibration as a function of jet $p_T$ for (a) $Z$+jet events, (b) $\gamma$+jet events, and (c) multijet balance.

5.1.4 Uncertainties

At the end of the day, there are 79\(^9\) JES systematic uncertainties propagated from the individual calibrations and studies described in section 5.1.2 [194].

\(^9\)There are 80 total, but one of them is for a type of simulation not used in this thesis analysis and does not apply.
Figure 5.13: [194] The in-situ calibrations for $Z$+jet, $\gamma$+jet, and multijet balance are statistically combined to create a total calibration and uncertainty. The final derived correction (black line) and its statistical uncertainty band (dark blue) and total uncertainty band (light green) are shown.

- 67 come from the jet-balance in-situ calibration procedures in section 5.1.3;
- 3 from the $\eta$-intercalibration;
- 4 come from pile-up uncertainties in section 5.1.3;
- 3 come from differences in jet response and compositions of gluons, light-quarks, and $b$-quark initiated jets
- 1 comes from the GSC punch-through correction;
- and 1 comes from uncertainty on high jet $p_T > 2$ TeV beyond the reach of in-situ methods.

The full combination of uncertainties is shown in fig. 5.14 and is largest at low $p_T$ starting at 4.5% decreasing to 1% at 200 GeV. It rises after due to the statistical uncertainties of the in-situ calibrations which end at 2 TeV, hence the sharp increase. In terms of $\eta$, the uncertainty is fairly
constant across the detector and reaches a maximum of 2.5%\textsuperscript{10} for the forward jets.

Figure 5.14: [194] Combined uncertainty of JES calibration as a function of (a) jet $p_T$ at $\eta = 0$ and (b) $\eta$ at $p_T = 80\text{ GeV}$.

While the 79 uncertainties provide the most accurate understanding of the JES uncertainty, implementing and evaluating them all is computationally intensive. A reduced set of Nuisance Parameters (NPs) is made available through an eigen-decomposition in a way to preserve the correlations observed with all 79 [194]. Four reduced sets of NPs are formed after a global-reduction procedure and grouping in a way to preserve correlations in low-$p_T$ (JES2), medium-$p_T$ (JES3), and high-$p_T$ (JES4) kinematic regimes, as well as one that provides general representation in all kinematic regimes (JES1).

5.1.5 Jet Kinematics

This section is meant to provide a brief summary of some of the kinematic properties of $R = 0.4$ anti-$k_t$ jets formed from EM-scale topoclusters with both origin correction (section 5.1.3) and pile-up correction (section 5.1.3) applied to the reconstructed jets. A few representative kinematic distributions of the topoclusters used as jet inputs and the kinematics of the jets themselves are shown, with more in [197]. Figure 5.15 shows the distribution of the number of jets as a function of $\eta_{\text{det}}$ with disagreements observed in the gap region between the barrel and extended barrels of

\textsuperscript{10}There is a feature around $2.0 < |\eta| < 2.6$ due to the non-closure uncertainty of the $\eta$-intercalibration.
the Tile ($|\eta_{\text{det}}| \sim 1.4$) and the forward region ($3.1 < |\eta| < 4.9$). For example in the gap region, a larger number of high $p_T$ jet events are observed in data than what is predicted by Monte-Carlo simulations. Figure 5.16 shows a distribution of the mean number of constituents for each jet binned in jet $\eta$. This plot is meant to emphasize the lower granularity in the forward regions and larger topocluster sizes. The primary differences between data and simulation is due to the modeling of the soft-energy components of the jets. And finally, fig. 5.17 shows the very nice modeling of the minimum $\Delta R$ between jets for which the bulk of the distribution agrees to better than 10%. This observable is used to define the isolation criteria for the MC-based calibration.

5.2 Flavour Tagging of Jets

In general, the jet reconstruction algorithms do not identify the type of parton that initiated a given jet. However, there are a few exceptions that rely on the tracking information from the ID. For example, one could roughly identify jets formed from hadronic $\tau$ decays since $\tau$ is at the
Figure 5.16: [197] Topocluster multiplicity for jets with $p_T > 25$ GeV is shown as a function of jet $\eta$. The error bars reflect the statistical uncertainty.

Figure 5.17: [197] The minimum distance in $\Delta R$ to a jet with $p_T > 25$ GeV and $|y| < 0.8$. The Monte-Carlo prediction is normalized to the data. Requiring $R = 0.4$ jets to be isolated requires the minimum $\Delta R > 1.0 = 2.5 \times R$. 
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mass of hadrons and can decay with one track (e.g. $\tau^- \rightarrow W^-\nu_\tau \rightarrow \pi^-\pi^0\nu_\tau$) or three tracks (e.g. $\tau^- \rightarrow \pi^+\pi^-\pi^-\nu_\tau$) [40]. The particular identification we are concerned with though are jets associated with $B$-hadrons. In particular, these are hadrons that are relatively long-lived$^{11}$ and decay primarily via weak interactions. This identification is known as $b$-tagging and is part of the flavor tagging efforts of the ATLAS collaboration. The most vital input required for $b$-tagging are the charged particle tracks reconstructed in the ID which has an acceptance $|\eta| < 2.5$. These $B$-hadrons will typically decay a few mm away from the primary vertex, inside the ID which has a radius of about 1 m. This secondary decay creates a secondary vertex and the $b$-tagging algorithms take advantage of this to identify the displaced tracks of $B$-hadrons [198, 199, 200, 201]. There are three basic algorithms whose outputs are used as inputs to the standard multi-variate discriminant algorithm ($\mathcal{MW}2$) that is used in ATLAS analyses for Run II:

- an impact parameter-based algorithm (IP2D, IP3D),
- a secondary vertex reconstruction algorithm (SV),
- and a decay chain multi-vertex reconstruction algorithm, JetFitter (JF).

### 5.2.1 Impact Parameter Tagging Algorithms

The typical $B$-hadron usually has at least one vertex displaced from the primary vertex. To parameterize the minimum distance between the displaced track and the primary vertex, the transverse impact parameter $d_0$ is defined in the $r-\phi$ plane, while the longitudinal impact parameter $z_0\sin \theta$ is defined in the longitudinal plane. $B$-hadrons will typically have large impact parameters due to their relatively long lifetimes. If a secondary vertex is identified as “behind” the primary vertex, the sign of the impact parameter is negative and is normally due to background and to calibrate the light quark tag rate [202]. Two impact parameter significances can be defined for transverse $d_0/\sigma_{d_0}$ and longitudinal $z_0\sin \theta/\sigma_{z_0\sin \theta}$. Figure 5.18 shows distributions of the signed significances for

$^{11}$ $B$-hadrons have a lifetime $\sim 1.5 \text{ ps} \ (c\tau \sim 450 \mu\text{m})$ compared to top quarks with a mean lifetime $\sim 10^{-25}\text{s}$. 
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each impact parameter, with well-measured tracks being weighted up and poorly-measured tracks being weighted down. A log-likelihood ratio discriminant shown in fig. 5.19 is computed using the number of tracks of a given jet along with the probability density functions ($b$-flavor, light-flavor) derived from distributions of the impact parameters. This log-likelihood ratio discriminant is used as input to the multivariate algorithm described later in this section.

![Figure 5.18:](image)

Figure 5.18: [199] The (a) transverse and (b) longitudinal signed impact parameter significance of tracks in $t\bar{t}$ events for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets. The tail shown in the $b$ jets line (blue) is due to the long lifetime of $B$-hadrons.

### 5.2.2 Secondary Vertex Finding Algorithm

The secondary vertex finding algorithm [203] (SV) explicitely reconstructs a displaced secondary vertex within the jet. From all the vertices associated with a jet, these are filtered to only look at those with two tracks. Vertices with a pair of two tracks are rejected if they likely originate from the decay of some non-$B$-hadron or hadronic interactions with the detector material. From the remaining tracks, all possible two-track vertices are formed and required to be significantly displaced from the primary interaction vertex by requiring the sum of the impact parameter significances of the tracks in the two-track vertex to be higher than 2 [203]. Altogether, eight kinematic properties...
Figure 5.19: [199] The log-likelihood ratio for the (a) IP2D and (b) IP3D $b$-tagging algorithms in $t\bar{t}$ events for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets. The log-likelihood is calculated as the ratio of $b$-flavor and light-flavor probability density functions. Jets with no tracks are assigned a large negative value in an underflow bin which is not shown on this plot.

of the two-track vertices and the tracks at the reconstructed secondary vertex are used as inputs to the multivariate algorithm. Distributions of two of these inputs are shown in fig. 5.20 for the number of two-track vertices identified and the number of tracks at the reconstructed secondary vertex.

5.2.3 Decay Chain Multi-Vertex Algorithm

The decay chain multi-vertex reconstruction algorithm, JetFitter [204], uses the topologies of $B$-hadron and $C$-hadron decay vertices inside the jet to reconstruct the full $B$-hadron decay chain. A Kalman filter is used to identify a line along which the $B$-hadron and $C$-hadron decay vertices lie along to approximate the $B$-hadron flight path and identify potential secondary vertices. This algorithm seeks to identify the two tracks of the $B$-hadron and $C$-hadron decays. The eight kinematic properties of the reconstructed two-track vertices and tracks at the reconstructed secondary
vertex are used as inputs to the multivariate algorithm. Distributions of two of these inputs are shown in fig. 5.21 for the number of two-track vertices identified and the number of tracks at the reconstructed secondary vertex.

5.2.4 Multivariate Algorithm

The $p_T$ and $\eta$ of the jet, along with the three outputs from IP2D and IP3D, eight outputs from SV and from JF, make up the 24 input variables that go into a multivariate classifier [205], using a Boosted Decision Tree (BDT) algorithm. This achieves a better discrimination than any of the basic algorithms described previously. The tagger, called MV2, is trained on jets from $t\bar{t}$ monte-carlo simulation. Three such taggers were developed for ATLAS in Run II called MV2c00, MV2c10, MV2c20 with the names indicating the $c$-jet fraction in the background. MV2c10 is the tagger used in this thesis analysis and indicates that the tagger was trained on a sample whose background composition is 10% $c$-flavor jets and 90% light-flavor jets. Figure 5.22 shows the performance of the optimized
Figure 5.21: [199] Properties of the secondary vertices reconstructed by the JF algorithm for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets. Shown are (a) the invariant mass of the tracks associated with the reconstructed vertex and (b) the number of two-track vertices reconstructed within the jet.

MV2 algorithms in rejecting light-flavor jets and $c$-flavor jets as a function of the $b$-jet efficiency. It should be noted that while the MV2$c20$ algorithm does provide better $c$-flavor jet rejection, it does so at the expense of a reduced light-flavor jet rejection. Because of this consideration and that this thesis analysis is sensitive to light jets, the MV2$c10$ tagger was chosen as the standard $b$-tagging discriminant.

From this, one can define four sets of standard working points shown in table 5.1 for $b$-tagging identified by picking a $b$-jet efficiency. Figure 5.23 shows the output of the MV2$c10$. Operating points are defined by a single cut value on the discriminant output distribution and are chosen to provide a specific $b$-jet efficiency on an inclusive $t\bar{t}$ sample. For example, the 77% working point has a rejection factor of 6 and of 134 on charm and light-jets, respectively.

Finally, in order for this tagger to be useful for physics analyses, scale factors need to be derived using data to account for differences between simulation and data. For Run I, this was done in [206, 207, 208, 209]. Correction factors are applied to the simulated event samples to compensate for
Figure 5.22: (a) Light-flavor jet and (b) $c$-flavor jet rejection versus $b$-flavor jet efficiency for the 2015 and 2016 configurations of the MV2 $b$-tagging algorithm is shown evaluated for $t\bar{t}$ events.

<table>
<thead>
<tr>
<th>Cut Value</th>
<th>Efficiency [%]</th>
<th>Rejection [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$-jet</td>
<td>$c$-jet</td>
</tr>
<tr>
<td>0.9349</td>
<td>60</td>
<td>34</td>
</tr>
<tr>
<td>0.8244</td>
<td>70</td>
<td>12</td>
</tr>
<tr>
<td>0.6459</td>
<td>77</td>
<td>6</td>
</tr>
<tr>
<td>0.1758</td>
<td>85</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table 5.1: [199] Operating points for the MV2c10 $b$-tagging algorithm, including benchmark numbers for the efficiency and rejection rates.
Figure 5.23: [199] The MV2c10 output for $b$-flavor (blue), $c$-flavor (green), and light flavour (red) jets evaluated with $t\bar{t}$ events.
differences between data and simulation in the $b$-tagging efficiency for $b$, $c$ and light-jets. The correction for $b$-jets is derived from $t\bar{t}$ events with final states containing two leptons, and the corrections are consistent with unity with uncertainties at the level of a few percent over most of the jet $p_T$ range. An example of these correction factors for the Run-I algorithm\textsuperscript{12} are shown in fig. 5.24 along with a total systematic uncertainty that needs to be considered in this thesis analysis which is very sensitive to the $b$-jet tagging algorithm due to the large number of expected $b$-jets in the final state.

![Graph showing data/simulation scale factors for the MV1 algorithm at 70% $b$-jet tagging efficiency.](image)

Figure 5.24: [210] The data/simulation scale factors for the MV1 algorithm at 70% $b$-jet tagging efficiency. The error bars show the statistical uncertainties while the green band indicates the total uncertainty. Please note that the algorithm here is different from the MV2 algorithm used in this thesis analysis. The performance studies for the current algorithm are still being done.

\textsuperscript{12}The Run-2 algorithm performance is still undergoing study and will not be public in time for this thesis.
5.3 Muons

Muons are one of the simplest particles to identify in the ATLAS detector. As muons traverse the entire detector, reconstructed tracks from both the ID and the MS are used. Four different muon types are defined depending on which subdetectors are used in the reconstruction in order of decreasing priority:

1. Combined (CB) muon: tracks are reconstructed independently in the ID and MS, and a combined track fit is performed by adding or removing tracks from the MS to improve the fit quality.

2. Segment-tagged (ST) muons: a track in the ID is classified as a muon if it associated with a track segment in the MDT or the CSC. This is primarily used for low $p_T$ muons that don’t traverse the entire MS.

3. Calorimeter-tagged (CT) muons: a track in the ID is classified as a muon if it is associated with an energy deposit in the calorimeter compatible with a low-ionizing particle.

4. Extrapolated (ME) muons: the muon trajectory is reconstructed based only on the MS track in at least two layers and ensuring that it originates from the interaction point. This is mainly used to extend the acceptance for muon reconstruction in the region outside the ID from $2.5 < |\eta| < 2.7$.

From the muon-classified tracks, muon quality requirements are placed on tracks from each portion of the subdetector which amount to requiring a specific number of hits in each subcomponent [211]. Four muon quality identifiers are used:

medium Default selection for muons in ATLAS. This is the quality criteria used in the thesis analysis for identifying muons. Only CB and ME tracks are used with at least 3 CB track hits and at least 3 ME layers.
loose Designed to maximize reconstruction efficiency, primarily for reconstructing Higgs boson candidates in the four-lepton final state [212]. All muon types are used.

tight Designed to maximize the purity of muons. Only CB muons with hits in at least two layers of the MS and satisfying the “medium” selection are used.

high-$p_T$ Designed to maximize the momentum resolution for tracks with $p_T > 100$ GeV, primarily for high-mass $W'$ and $Z'$ resonances [213, 214]. CB muons passing the “medium” selection and having at least three layers of the MS are selected.

Muons are further calibrated to data using the well-studied resonances $J/\Psi \rightarrow \mu\mu$ and $Z \rightarrow \mu\mu$. Figure 5.25 shows the combined uncertainty in quadrature of this calibration effort as a function of the $p_T$ of the reconstructed muons. $J/\Psi \rightarrow \mu\mu$ targets the low-$p_T$ region with $Z \rightarrow \mu\mu$ targeting the high-$p_T$ region. The total systematic uncertainty in muon reconstruction is less than 2% across the board.

As muons from the decay of heavy particles such as the $W, Z, h$ are often produced isolated from other particles, a set of muon isolation requirements are also placed around each muon candidate. Two primary isolation-based variables are used, one is track-based ($p_T^{\text{varcone30}}$) and one is calorimeter-based ($E_T^{\text{topocone20}}$). Each isolation criteria looks at the scalar sum of transverse momentum in a cone of $\Delta R < 0.2$ or $\Delta R < 0.3$\(^{13}\) and compares it to the transverse momentum of the muon candidate. The isolation is effective at suppressing muons produced from processes such as meson decay in flight and heavy-flavor decay. There are seven isolation working points that are defined for use by analyzers which differ primarily on a cut of the ratio between the energy of the muon candidate and the surrounding “background” energy. This isolation requirement is defined to ensure a flat efficiency of around 99% across the whole electron transverse energy and muon transverse momentum ranges. This is described in more detail in section 6.2.3.

\(^{13}\)Look at the name of the isolation variable to know the cone size.
Figure 5.25: [211] Total uncertainty in the efficiency scale factor for “medium” muons as a function of $p_T$ as obtained from $Z \rightarrow \mu\mu$ (solid lines) and $J/\Psi \rightarrow \mu\mu$ (dashed lines) decays. The combined uncertainty is the sum in quadrature of the individual contributions.
5.4 Electrons and Photons

Both electrons and photons are reconstructed based on the electromagnetic shower in the LAr electromagnetic calorimeter described in section 3.7. The electromagnetic calorimeter is divided into a grid of $3 \times 5$ towers of size $\Delta \eta \times \Delta \phi = 0.025 \times 0.025$ to scan for areas of local maxima which are used to seed clusters. The clusters are then matched to a well-reconstructed ID track. The existence of this matched track and its properties are used to subsequently identify the cluster as being consistent with a prompt electron, a photon conversion, or an unconverted photon [215, 216].

A photon carries no electric charge and will not produce a track in the ID: label as an unconverted photon. A converted photon is one which has a secondary vertex because of the decay into an electron-positron pair: label the cluster as a converted photon if the matched track is extrapolated from a secondary vertex. Otherwise, an electron would have a matched track that is extrapolated from the primary vertex and so is labeled as a prompt electron.

Similar to muons, electrons have electron quality and electron isolation identifications. Three levels of identification working points are provided for electron quality called Loose, Medium, Tight which are selections on the discriminant of a multivariate analysis to provide electron identification using a likelihood-based method. In addition to the identification criteria, isolation criteria are defined using two primary isolation-based variables: one is track-based ($p_{varcone20}^T$) and one is calorimeter-based ($E_{topocone20}^T$). Each isolation criteria looks at the scalar sum of transverse momentum in a cone of $\Delta R < 0.2$ or $\Delta R < 0.3$\textsuperscript{14} and compares it to the transverse momentum of the electron candidate. The isolation is effective at disentangle prompt electron candidates\textsuperscript{15} from other non-isolated electron candidates\textsuperscript{16}.

Electrons and photons are calibrated in a similar procedure to muons (section 5.3) to derive data-driven scale factors using $J/\Psi \rightarrow ee$, $Z \rightarrow ee$, and $Z \rightarrow \ell\ell\gamma$ processes. These corrections ensure

\textsuperscript{14}Look at the name of the isolation variable to know the cone size.

\textsuperscript{15}Prompt electron candidates come from heavy-resonance decays such as $W \rightarrow e\nu_e$, $Z \rightarrow ee$.

\textsuperscript{16}Non-isolated candidates include electrons from photon-conversion, from heavy-flavor hadron decays, and light hadrons mis-identified as electrons.
uniformity in the electromagnetic response across separate regions of the detector and will introduce systematic uncertainties including the mismodeling between simulation and data.

5.5 Taus

While tau leptons are not used directly in this thesis or the analysis in this thesis, I would like to devote a short section to explaining their relevance. Tau leptons are charged leptons, but they are very different from electrons and muons. From an experimental point of view, tau leptons decay into other types of particles before entering the detector. They can decay hadronically around 60% of the time into hadrons plus neutrinos and 40% of the time leptonically to electrons or muons plus neutrinos. The leptonic decays are not distinguishable from electrons and muons described in sections 5.3 and 5.4; the hadronic decays present as multiple hadronic showers matched to tracks in the ID. As taus can present with a secondary vertex, they can fake $b$-tagged jets and this is described more previously in section 5.2.

5.6 Missing Transverse Momentum

The last crucial object is the missing transverse momentum which represents the overall transverse momentum imbalance in the event, commonly written out as $E_{T}^{\text{miss}}$ or colloquially “MET”\textsuperscript{17}. Conservation of momentum in the plane transverse to the beam axis implies that the vector transverse momenta of the collision products should sum to zero. An imbalance implies the existence of weakly-interacting stable particles, such as neutrinos in the SM or many supersymmetric particles such as neutralinos in the BSM. The measurement of $E_{T}^{\text{miss}}$ is also affected by poorly-reconstructed objects, visible particles that escape the detector unseen, or particles that otherwise fail to be reconstructed. While the $E_{T}^{\text{miss}}$ is reconstructed offline, it can and often is reconstructed again at an analysis-level with extra refinement such as the precise removal of objects that overlap or to

\textsuperscript{17}Not to be confused with the New York Mets.
specify the inputs of all visible particles identified in an analysis. For this thesis analysis, the $E_T^{\text{miss}}$ is reconstructed again and the procedure is described in more detail in section 6.2.6. In general, $E_T^{\text{miss}}$ is defined in eq. (5.10)

\[ -E_T^{\text{miss}} = \sum_e p_T + \sum_\gamma p_T + \sum_\tau p_T + \sum_\mu p_T + \sum_j p_T + \sum_{\text{soft}} p_T . \tag{5.10} \]

As described in [217, 218], a baseline set of selection criteria are applied to all the visible, reconstructed objects that enter the $E_T^{\text{miss}}$ calculation, such as quality criteria on the leptons and $p_T$ cuts on the objects. However, one special term is the “soft” term which comes in two different forms: track and cluster. Track soft-terms (TST) are ID tracks, extrapolated from the primary vertex, which are not within $\Delta R < 0.05$ of an electron or photon, $\Delta R < 0.2$ of a tau, or matched with a combined muon (section 5.3) or jet. Similarly, Cluster soft-terms (CST) are built from energy depositions in the calorimeter not associated with reconstructed physics objects. By construction\(^\text{18}\), this is sensitive to pile-up which makes it a less suitable choice for high-luminosity environments. For the thesis analysis, as described in section 6.2.6, the $E_T^{\text{miss}}$ is reconstructed using track soft-terms.

The performance of $E_T^{\text{miss}}$ shown in fig. 5.26 is studied by comparing to $Z \rightarrow \mu\mu$ and $W \rightarrow e\nu_e$ processes [218]. $Z \rightarrow \mu\mu$ has no real $E_T^{\text{miss}}$ and is a good choice to study the performance of $E_T^{\text{miss}}$ due to the precise measurements of the kinematics of the $Z$ boson. Likewise, $W \rightarrow e\nu_e$ is provides genuine $E_T^{\text{miss}}$ through the neutrinos from the hard-scatter interaction and helps validate the scale and direction of reconstructed $E_T^{\text{miss}}$ [218]. Systematics from all the included input objects are propagated through the $E_T^{\text{miss}}$ calculation. The soft-term has systematics associated with the data/simulation scale-factor that is derived using comparisons with $Z \rightarrow \ell\ell$.

\(^{18}\)A pun!
Figure 5.26: [218] The distribution of reconstructed track soft-term $E_T^{\text{miss}}$ is shown for (a) $Z \to \mu\mu$ topologies and (b) $W \to e\nu_e$ topologies. The agreement between data and simulation for $W \to e\nu_e$ is notably worse with respect to $Z \to \mu\mu$ in the low $E_T^{\text{miss}}$ region likely due to the missing QCD multijet background not included in the studies.
Chapter 6

BOOSTED OBJECT RECONSTRUCTION

After a detailed exposition of the various reconstruction techniques in chapter 5, further selections and quality criteria are applied to define a set of baseline and candidate reconstructed objects that will be used in the analysis and the kinematic variables to discriminate between signal and background and maximize the sensitivity for a discovery of new physics. An introduction to estimating the size parameter of large radius jets is described in section 6.1. The rest of this brief chapter describes in detail the further selections on the reconstructed objects for: jets (section 6.2.1), b-tagged jets (section 6.2.2), leptons\(^1\) (section 6.2.3), the procedure for removing energy overlaps in the reconstructed objects (section 6.2.4), large radius reclustered jets (section 6.2.5), and the reconstructed missing transverse momentum (section 6.2.6).

6.1 Size of Boosted Jets

\[ \pi^0 \rightarrow \gamma \gamma \]

Figure 6.1: A feynman diagram of the two-body decay of a neutral pion \(\pi^0\) to two photons \(\gamma\) in the (a) lab frame and (b) rest frame.

\(^1\)The term “lepton” exclusively refers to electron or muon in this thesis.
Consider a two-body relativistic decay as shown in fig. 6.1 with $m_{\pi^0} \gg m_\gamma = 0$. The question one might pose is: What is the opening angle between the two photons? Since a (real) photon has no mass, its energy and momentum are the same $E_\gamma = |\vec{p}_\gamma|$. To transform between the lab frame (LAB) and the rest frame (RF) of the $\pi^0$, the boost is described along $z$ by $\gamma = \frac{E_{\pi^0}}{m_{\pi^0}}$ and $\beta = v_{\pi^0} = \frac{|\vec{E}_{\pi^0}|}{E_{\pi^0}}$. Applying this boost to each photon (denoted by $\pm$) to transform from the rest frame to the lab frame, we find in each component

$$E_{\pm,||}^{\text{LAB}} = \gamma(E_{\pm,||}^{\text{RF}} \pm \beta E_{\pm,||}^{\text{RF}}) = \frac{1}{2} \gamma m_{\pi^0} \tag{6.1}$$
$$E_{\pm,\perp}^{\text{LAB}} = E_{\pm,\perp}^{\text{RF}} = \frac{1}{2} m_{\pi^0} \sin \theta_{\text{RF}} \tag{6.2}$$

where $\theta_{\text{RF}}$ is the angle that the photon makes with the $z$-axis and $E_{||}, E_{\perp}$ refer to a longitudinal and perpendicular component of the $\gamma$ energy with respect to the momentum of the neutral pion. Therefore, the total energy of the photons in the lab frame is sum in quadrature

$$E_{\pm}^{\text{LAB}} = \frac{1}{2} m_{\pi^0} \sqrt{\gamma^2 (\cos \theta_{\text{RF}} \pm \beta)^2 + \sin^2 \theta_{\text{RF}}} = \frac{1}{2} m_{\pi^0} (1 \pm \beta \cos \theta_{\text{RF}}) \tag{6.3}$$

Unfortunately, the algebra starts to get a little bit hairy, so it is surprisingly useful to define

$$g = \frac{|E_+ - E_-|}{E_+ + E_-} = \beta \cos \theta_{\text{RF}} \tag{6.4}$$

which simplifies eq. (6.3) so that we get $E_{\pm}^{\text{LAB}} = \frac{1}{2} m_{\pi^0} (1 \pm g)$. So to determine the angle $\theta$ between the photons, we calculate the 4-vector of the total system

$$m_{\pi^0}^2 = (\gamma_+ + \gamma_-)^2 = 2E_+E_- - 2E_+E_- \cos \theta \quad \Rightarrow \quad \cos \theta = \frac{2E_+E_- - m_{\pi^0}^2}{2E_+E_-}. \tag{6.5}$$
This equation can then simplify down to

\[
\cos \theta = \frac{\gamma^2(1 - g^2) - 2}{\gamma^2(1 - g^2)} = \frac{\gamma^2(\beta^2 - g^2) - 1}{\gamma^2(1 - g^2)} = \frac{E_{\pi^0}^2(1 - g^2) - 2m_{\pi^0}^2}{E_{\pi^0}^2(1 - g^2)}
\]

\[
= 1 - \frac{2m_{\pi^0}^2}{E_{\pi^0}^2(1 - g^2)}
\]

(6.6)

where the identity \(\gamma^2 - \beta^2 \gamma^2 = 1\) is used. Now, a “small-angle approximation” is used in the case of a boosted regime where the photons are collimated in the lab frame. This allows us to further simplify eq. (6.6). In small \(g \to 0, \theta\), we can expand \(\theta\) out

\[
\cos \theta \approx 1 - \frac{1}{2} \theta^2 = 1 - \frac{2}{\gamma^2}
\]

(6.7)

and this gives us \(\theta = \frac{2}{\gamma}\), or as more commonly known among experimental physicists in ATLAS

\[
\Delta R \sim \frac{2m}{p_T}
\]

(6.8)

What this equation tells us is that the higher the \(p_T\) of a parent particle (such as a neutral pion or a top quark), the smaller the opening angle, the smaller the \(\Delta R\) between decay particles, and the more collimated the particles are. It turns out that this works very well in practice, as shown in fig. 6.2 for \(Z' \to t\bar{t}\) decays where the angular separation is shown as a function of the parent particle in a 2-body decay for the top quark decay and the hadronic W boson decay. It is here that one can see for \(p_T^{top} > 350\text{ GeV}\), the decay products of the top quark tend to have a separation of \(\Delta R < 1.0\). As will be described in the next section, this technique is effective for capturing the full decay of boosted objects with significant substructure inside a single large radius jet.
Figure 6.2: [219] The angular separation between the (a) W boson and $b$-quark in top decays and (b) light quarks in W boson decays as a function of the $p_T$ of the parent particle. Both distributions are at the generator level and do not include effects due to initial and final-state radiation, or the underlying event.

6.2 Objects

This section will detail the definitions of objects used in the analysis from the perspective of the physics of the detector. Corrections derived from data control samples are applied to simulated events to account for differences between data and simulation in the reconstruction efficiencies, momentum scale and resolution of leptons, in the efficiency and fake rate for identifying $b$-jets, and in the efficiency for rejecting jets originating from pile-up interactions.

Interaction vertices from the proton–proton collisions are reconstructed from at least two tracks with $p_T^{\text{track}} > 0.4 \text{ GeV}$, and are required to be consistent with the beamspot envelope. The primary vertex is identified as the one with the largest sum of squares of the transverse momenta from associated tracks \[220\]

\[ \sum p_T^{\text{track}}^2. \] (6.9)

\[2\]The term “lepton” exclusively refers to electron or muon in this thesis.
Identifying the primary vertex is also important to mitigate pile-up contamination in the calculation of $E_{\text{T}}^{\text{miss}}$.

A series of basic selection criteria are applied to electrons, muons, and jets to define the baseline candidates for an event. From these objects, an overlap removal procedure is applied to prevent double-counting. More stringent requirements are then applied to the overlap-removed, baseline objects to select the final candidates that will be used for the calculation of the kinematic observables in section 7.2.1. The details of the object selections and overlap removal procedure is given below in more detail.

### 6.2.1 Small-radius jets

Small-radius (small-$R$) jets are objects that have been reconstructed from three-dimensional topoclusters [191] in the hadronic and electromagnetic calorimeters using the anti-$k_t$ jet algorithm [187, 221] with a radius parameter of $R = 0.4$. Before we can make use of these jets, they need to be properly calibrated to compensate and account for reconstruction-based limitations such as:

- **dead material:** energy lost in the dead material of the detector, e.g. inactive absorbers and instrumentation
- **non-compensation:** difference in detector response between hadrons, leptons, and photons; specifically the response is lower for hadrons
- **punch-through:** energy leakage where the hadron showers deposit energy outside of the calorimetry system
- **pile-up:** energy originating from additional proton-proton collisions in the detector (part of the underlying event which includes initial and final state radiation)
- **minimum threshold:** hardware limits on energy deposits

---

3Unless otherwise specified, “jets” will always refer to the candidate, overlap-removed (see section 6.2.4), small-$R$ jets.
• out-of-cone: inefficiencies in reconstruction due to not capturing the full particle shower in the jet

Each topo-cluster is calibrated to the electromagnetic scale response prior to jet reconstruction. The reconstructed jets are then calibrated to the particle level by the application of a jet energy scale (JES) derived from $\sqrt{s} = 13$ TeV data and simulations [222]. Quality criteria are imposed to reject events that contain at least one jet arising from non-collision sources or detector noise [223]. Further selections are applied to reject jets that originate from pile-up interactions by means of a multivariate algorithm, jet-vertex-tagger (JVT) [224], using information about the tracks matched to each jet [225]. For jets with $p_T^{\text{jet}} < 60$ GeV and located centrally in the detector, where pile-up jets are prominent, we require JVT > 0.59. The baseline jets are required to have $p_T^{\text{jet}} > 20$ GeV and $|\eta| < 2.8$. After resolving overlaps with baseline leptons (electrons and muons), candidate jets are a subset of the baseline jets that have no overlaps and a stricter cut on transverse momentum, $p_T^{\text{jet}} > 30$ GeV.

6.2.2 $b$-tagged jets

From the candidate jets described in section 6.2.1, we apply a multivariate $b$-tagging algorithm, MV2c10, using information about the [210, 199]

• impact parameters of inner detector tracks matched to the jet

• presence of displaced secondary vertices

• reconstructed flight paths of $b$-hadrons and $c$-hadrons inside the jet

Of the candidate jets, we require a tighter cut on $p_T^{\text{jet}} > 30$ GeV with $|\eta| < 2.5$ as this is the region of the calorimeter where the ID provides tracking information. The MV2c10 algorithm provides a discriminant which a selection is applied on to provide a specific efficiency for the $b$-tagging algorithm. In this analysis, a working point was chosen corresponding to an efficiency of 77%,
determined from a sample of simulated $t\bar{t}$ events\[^4\]. This working point was found to be optimal for the statistical significance of the search for a majority of the phase-space, compared to the 60%, 70%, and 85%\[^5\] working points.

6.2.3 Leptons

All baseline leptons are required to have $p_T > 20\text{ GeV}$ along with the specified identification and quality criteria\[^6\]. Baseline electrons are reconstructed from energy clusters in the EMCal and ID tracks. These electrons are required to have $|\eta| < 2.47$ and pass a set of “loose” quality and identification criteria [216, 215]. Baseline muons are reconstructed from matching tracks in the ID and muon spectrometer. These muons are required to have $|\eta| < 2.5$ and pass a set of “medium” quality and identification criteria [211].

Leptons are selected from the candidates that survive the overlap removal procedure if they fulfill a requirement on the $\sum p_T^{\text{track}}$ of additional ID tracks in an “isolation” cone around the lepton track. This isolation requirement is defined to ensure a flat efficiency of around 99% across the whole electron transverse energy and muon transverse momentum ranges.

The angular separation between the lepton and the $b$-jet ensuing from a semileptonic top quark decay narrows as the $p_T$ of the top quark increases. This increased collimation is taken into account by continuously changing the radius of the isolation cone on an event-by-event basis as

$$\min_{\text{leptons}} \left(0.2, \frac{10\text{ GeV}}{p_T^{\text{lep}}} \right),$$

where $p_T^{\text{lep}}$ is the lepton $p_T$ expressed in GeV.

\[^4\]At the 77% working point, the corresponding rejection factors against jets originating from $c$-quarks, $\tau$-leptons, and light quarks & gluons are 6, 22, and 134 respectively. [180]

\[^5\]The optimization did sometimes favor the 85% working point, but 77% was not significantly worse. On top of this, there are some benefits using a lower efficiency working point for background estimation due to the enhanced purity of the flavor composition.

\[^6\]The muon and electron definition choices were optimized in the previous version of the analysis [226].
Selected electrons are further required to meet the “tight” quality criteria \cite{216, 215}. Selected muons do not have tightened quality criteria. Leptons are matched to the primary vertex by requiring the transverse impact parameter \( d_0 \) of the associated ID track to satisfy

\[
\left| \frac{d_0}{\sigma_{d_0}} \right| < 5 \quad \text{for electrons and} \quad (6.11a)
\]

\[
\left| \frac{d_0}{\sigma_{d_0}} \right| < 3 \quad \text{for muons,} \quad (6.11b)
\]

where \( \sigma_{d_0} \) is the measured uncertainty of the transverse impact parameter. The longitudinal impact parameter \( z_0 \) is required to satisfy

\[
|z_0 \sin \theta| < 0.5 \text{ mm}. \quad (6.12)
\]

Both the transverse \( d_0 \) and longitudinal \( z_0 \) impact parameters are defined with respect to the selected primary vertex.

### 6.2.4 Overlap Removal

In order to make sure the event is reconstructed accurately, one needs to account for double-counting of energy in the detector. For example, if a high-\( p_T \) muon radiates some energy in the hadronic calorimeter and then is subsequently captured by the muon spectrometer. I could reconstruct a jet with very few ID tracks and detect a muon, but this jet is formed from final state radiation rather than as part of the hadronization of the parton shower so I should remove this “jet” if it “overlaps” with the muon. Steps are taken to remove “fake” objects as well as energy overlap in the ATLAS detector.

Objects are considered to overlap if they lie less than a distance \( \Delta R \) from each other

\[
\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \quad (6.13)
\]

where \( \Delta R \) defines the distance in rapidity \( y \) and azimuthal angle \( \phi \). Overlaps between candidate
objects are removed sequentially. The overall procedure is as follows:

1. Electron-Muon: Overlaps between electron and muon candidates are removed. Only electrons get removed at this stage.

2. Electron-Jet: Overlaps between electron and jet candidates are removed. Both electrons and jets can get removed at this stage.

3. Muon-Jet: Overlaps between remaining jets and muon candidates are removed. Both muons and jets can get removed at this stage.

Electron candidates that lie a distance $\Delta R < 0.01$ from muon candidates are removed to suppress contributions from muon bremsstrahlung.

Overlap removal between electron and jet candidates aims to resolve two sources of ambiguity:

1. remove jets that are formed primarily from the showering of a prompt electron; and

2. remove electrons that are produced in the decay chains of hadrons.

Consequently, any non-$b$-tagged jet whose axis lies $\Delta R < 0.2$ from an electron is discarded. Electrons with $E_T < 50\text{ GeV}$ are discarded if they lie $\Delta R < 0.4$ from the axis of any remaining jet and the corresponding jet is kept. For higher $E_T$ electrons, the latter removal is performed using a variable threshold

$$\Delta R = \min \left( 0.4, 0.04 + \frac{10\text{ GeV}}{E_T^{\text{electron}}} \right)$$

(6.14)

to increase the acceptance for events with collimated top quark decays\(^7\).

Overlap removal between muon and jet candidates aims to resolve two sources of ambiguity:

\(^7\)If you have a very boosted top quark, you often have a real electron close to a real $b$-jet. This is why both the electron and $b$-tagged jet would be kept.
1. remove jets\(^8\) that appear in close proximity to muons due to high-\(p_T\) muon bremsstrahlung while retaining the overlapping muon; and

2. remove muons that are likely to have originated from the decay of hadrons while retaining the overlapping jet.

If the angular distance between a muon and a jet is small, \(\Delta R < 0.2\), the jet is removed if it is not \(b\)-tagged and has fewer than three matching ID tracks. Muons overlapping with remaining jets are removed if

\[
\begin{align*}
\vec{p}_T^{\text{muon}} &< 50 \text{ GeV} \quad \text{and} \quad \Delta R < 0.4 & \text{or} & \text{(6.15a)} \\
\vec{p}_T^{\text{muon}} &> 50 \text{ GeV} \quad \text{and} \quad \Delta R < \min\left(0.4, 0.04 + \frac{10 \text{ GeV}}{\vec{p}_T^{\text{muon}}}\right) & \text{(6.15b)}
\end{align*}
\]

### 6.2.5 Large-radius jets

The overlap-removed, candidate jets described in section 6.2.1 are re-clustered \([227, 228]\) into large-radius (large-\(R\)) jets\(^9\) using the anti-\(k_t\) jet algorithm \([187, 221]\) with a radius parameter of \(R = 0.8\). Unlike regular large-\(R\) jets formed from topo-clusters and require a separate set of calibrations, the small-\(R\) jet calibrations\(^{10}\) directly propagate through to the re-clustered large-\(R\) jets, eliminating the need to prepare specific calibration for each large-\(R\) jet collection considered for use in an analysis. These re-clustered jets are further groomed \([229, 227, 219, 230]\) using a trimming\(^{11}\) algorithm with \(f_{\text{cut}} = 0.1\). Candidate large-\(R\) jets are required to have \(p_T^{\text{jet}} > 100 \text{ GeV}\) and \(|\eta| < 2.0\). The radius \(R\) and trimming parameter \(f_{\text{cut}}\) were optimized in the previous version of the analysis \([226]\).

---

\(^8\)These jets usually have very few matching ID tracks.

\(^9\)Unless otherwise specified, “large-\(R\)” jets will always refer to the candidate, re-clustered, trimmed jets.

\(^{10}\)The JES uncertainties are used to describe the mass uncertainty on the reclustered jets. In the signal regions, less than 2% of these reclustered jets were formed from a single small-\(R\) jet, so the mass of the reclustered jet originates from the \(p_T^{\text{jet}}\) and separation between small-\(R\) jets.

\(^{11}\)Trimming for re-clustered jets means to remove subjets where \(p_T^{\text{subjet}} < f_{\text{cut}} p_T^{\text{jet}}\). For this analysis, subjets with \(p_T < 10\%\) of the re-clustered \(p_T^{\text{jet}}\) were removed.
Scanning over $R = 0.8, 1.0, 1.2$ with $f_{\text{cut}} = 0.05, 0.10, 0.20$, the expected sensitivity of the analysis was maximized with $R = 0.8, f_{\text{cut}} = 0.1$. Therefore, any variable that can be constructed from these large-$R$ jets to take advantage of the high likelihood for a contained top quark in each reclustered jet will become a powerful variable to discriminate signal (four tops) over background (zero, one, and two tops).

### 6.2.6 Missing Transverse Momentum

The $E_{T}^{\text{miss}}$ in the event is defined as the magnitude of the negative vector sum ($p_{T}^{\text{miss}}$) of the transverse momenta of all selected and calibrated baseline muons, electrons, and small-$R$ jets in the event, with an extra “soft” term added to account for energy deposits that are not associated with any of these selected objects.

$$E_{T}^{\text{miss}} = -\sum_{\text{baseline objects}} p_{T}^{\text{miss}} + \text{track soft term} \quad (6.16)$$

This “soft” term is calculated from ID tracks matched to the primary vertex to make it more resilient to contamination from pile-up interactions [217, 218].
Chapter 7

SEARCH FOR MASSIVE SUPERSYMMETRY AT 13 TEV

This chapter presents a search for supersymmetry involving pair-produced gluinos ($\tilde{g}$) decaying via off-shell top squarks ($\tilde{t}$) into the lightest neutralino ($\tilde{\chi}_1^0$) and third-generation SM particles: 

$$\tilde{g} \rightarrow \tilde{t}_1 \tilde{t} \rightarrow t\bar{t}\tilde{\chi}_1^0.$$ 

This analysis was performed using 36.1 fb$^{-1}$ of data collected by the ATLAS experiment in 2015 and 2016. In the Run-I iteration of this analysis in 2014 [231], no significant excess of events over the expected SM background was observed and a lower limit on the $\tilde{g}$ mass was set to be at 1.4 TeV at the 95% confidence level for this signal model. I discuss the work done during the Run-2 iteration of this analysis, also observing no significant excess, and setting a much stronger lower limit on the $\tilde{g}$ mass to 2.1 TeV at the 95% confidence level.

My work described in the rest of the chapter is organized as follows: section 7.1 describes the signal models, the data sets, and the MC samples used to model the signal and backgrounds; section 7.2 describes the kinematic objects and event selections used in the various channels; section 7.3 presents the preselection, background estimation, and reweighting techniques; section 7.4 describes the details of the cut-and-count analysis performed, optimizing for signal discovery; section 7.5 describes the regions defined as a result of the previous section; section 7.6 describes the semi-data-driven normalization of MC to data; and section 7.7 describes the main sources of systematic uncertainty. The next chapter presents the results of this search.

7.1 Searching for New Physics: A Counting Experiment

7.1.1 Signal Models

I performed a search for pair-produced gluinos decaying via top squarks in events with multiple jets originating from the hadronization of $b$-quarks, high $E_T^{\text{miss}}$, and potentially additional light-quark jets and/or an isolated charged lepton. The results I present in chapter 8 supersede the ones
obtained previously using 3.2 fb$^{-1}$ of data collected in 2015 using the same strategy [226].

Various simplified SUSY models [93, 92] are employed to optimise the event selection and/or interpret the results of the search. In terms of experimental signature, they all contain at least four $b$-jets originating from either gluino or top quark decays, and two $\tilde{\chi}_1^0$, which escape the detector unseen, resulting in high $E_T^{\text{miss}}$. Each top quark decays to a $W$ boson and a $b$-quark as described in section 2.1.5 and a final state with four tops will have at least four $b$-jets.

Gluinos are assumed to be pair-produced and to decay as $\tilde{g} \to \tilde{t}_{1}\overline{t}_{1} \to t\overline{t}\tilde{\chi}_1^0$. In all cases, the stop squarks are assumed to be off-shell in order to have simplified models with only two parameters: the gluino and $\tilde{\chi}_1^0$ masses.\footnote{The analysis sensitivity is found to be mostly independent of the top squark mass, except when the top squark is very light [231].} All other sparticles are decoupled.

A simplified model is used to optimize the event selection and to interpret the results. In the Gtt model, illustrated in fig. 7.1, each gluino undergoes an effective three-body decay $\tilde{g} \to t\overline{t}\tilde{\chi}_1^0$ via off-shell top squarks, with a branching ratio of 100%. The Gtt model has four $b$-jets and two $\tilde{\chi}_1^0$, and four $W$ bosons originating from the top quark decays, $t \to Wb$, in its final state.

\begin{center}
\begin{tikzpicture}
  \node[fill, circle, inner sep=1.5mm] (g) at (0,0) {$g$};
  \node[fill, circle, inner sep=1.5mm] (t) at (-1.5,1.5) {$t$};
  \node[fill, circle, inner sep=1.5mm] (tbar) at (1.5,1.5) {$\overline{t}$};
  \node[fill, circle, inner sep=1.5mm] (chi0) at (0,3) {$\tilde{\chi}_1^0$};
  \node[fill, circle, inner sep=1.5mm] (chi0bar) at (0,-3) {$\overline{\tilde{\chi}_1^0}$};
  \node[fill, circle, inner sep=1.5mm] (p) at (-4,0) {$p$};

  \draw[thick, red] (g) -- (chi0);
  \draw[thick, red] (g) -- (chi0bar);
  \draw[black, thick] (p) -- (t);
  \draw[black, thick] (t) -- (tbar);
\end{tikzpicture}
\end{center}

Figure 7.1: The decay topology in the off-shell Gtt simplified model.

\footnote{The charge conjugate process is implied.}

The technical implementation of the simulated samples produced from these models is described
7.2 Kinematic Variables and Event Selection

In ATLAS, many of the kinematics and selections are standardized through a central analysis framework. This section will detail the definitions used in the analysis from the perspective of the physics of the detector. Corrections derived from data control samples are applied to simulated events to account for differences between data and simulation in the reconstruction efficiencies, momentum scale and resolution of leptons (electrons and muons), in the efficiency and fake rate for identifying $b$-jets, and in the efficiency for rejecting jets originating from pile-up interactions.

There are three primary classes of event selection observables [94] that are sensitive to distinct features of SUSY processes:

- **Missing energy-type**: sensitive to the properties of the invisible states, e.g. how many neutralinos in the event, what is their mass, etc.;

- **Energy scale-type**: sensitive to the overall energy scale of the event, e.g. the mass of the gluino $m_{\tilde{g}}$;

- **Energy structure-type**: sensitive to the structure of the visible energy, e.g. how many partons are generated in the decay, how that energy is partitioned across the final state visible and invisible objects.

Observables that fall into each of these classes are used in the analysis search I performed and are discussed in the following sections.
7.2.1 Kinematic Variables

As described in section 7.1.1, the final state of the signal is very busy. There can be 3 or 4 $b$-jets and, depending on the mass splitting between the $\tilde{g}$ and $\tilde{\chi}^0_1$, lots of missing transverse momentum with many highly energetic jets. It is useful to define some variables that discriminate the supersymmetry signal models against the standard model background. This section describes the definition of those variables that will be used scan the phase-space of the analysis in section 7.4 to form search channels in section 7.5 where the signal is expected to dominate over background.

Object Multiplicity

The number of jets, $N_{\text{jet}}$, and number of $b$-jets, $N_{b\text{-jets}}$, are counting variables which count the number of selected jets and number of selected $b$-jets in the event.

Effective Mass

The effective mass variable ($m_{\text{eff}}$) is defined as:

$$m_{\text{eff}} = \sum_{\text{jets}} p_{T}^{\text{jet}} + \sum_{\text{leptons}} p_{T}^{\ell} + E_{T}^{\text{miss}}, \quad (7.1)$$

which is a scalar sum of the $p_T$ of the selected objects in the event. It typically has a much higher value in pair-produced gluino ($\tilde{g}$) events than in background events.
Transverse Mass

In regions with at least one selected lepton, the transverse mass $m_T$ composed of the $p_T$ of the leading selected lepton ($\ell$) and $E_T^{\text{miss}}$ is defined as:

$$m_T = \sqrt{2p_T^\ell E_T^{\text{miss}} \{1 - \cos[\Delta\phi(p_T^{\text{miss}}, p_T^\ell)]\}}.$$  \hspace{1cm} (7.2)

It is used to reduce the $t\bar{t}$ and $W+\text{jets}$ background events in which a $W$ boson decays leptonically. Neglecting resolution effects, the $m_T$ distribution for these backgrounds has an expected upper bound corresponding to the $W$ boson mass and typically has higher values for Gtt events. Another useful transverse mass variable is $m_{T,\text{min}}^{b\text{-jets}}$, the minimum transverse mass formed by $E_T^{\text{miss}}$ and any of the three highest-$p_T$ $b$-tagged jets in the event:

$$m_{T,\text{min}}^{b\text{-jets}} = \min_{i \leq 3} \left( \sqrt{2p_T^{b\text{-jet}i} E_T^{\text{miss}} \{1 - \cos[\Delta\phi(p_T^{\text{miss}}, p_T^{b\text{-jet}i})]\}} \right).$$ \hspace{1cm} (7.3)

The $m_{T,\text{min}}^{b\text{-jets}}$ distribution has an expected upper bound corresponding to the top quark mass for $t\bar{t}$ events with a semileptonic top quark decay. Since the $\tilde{\chi}_1^0$, which produces $E_T^{\text{miss}}$ in SUSY events, is largely independent of the $b$-jet kinematics, the value of $m_{T,\text{min}}^{b\text{-jets}}$ can peak at larger values for signal processes.

Total Jet Mass

Another powerful variable is the total jet mass variable, $M_J^\Sigma$ [232, 233], defined as:

$$M_J^\Sigma = \sum_{i \leq 4} m_{J,i},$$ \hspace{1cm} (7.4)

where $m_{J,i}$ is the mass of the large-radius re-clustered jet $i$ in the event. The decay products of a hadronically decaying boosted top quark can be reconstructed in a single large-radius re-clustered jet, resulting in a jet with a high mass. This variable typically has larger values for Gtt events than
for background events. This is because Gtt events contain as many as four\(^3\) hadronically decaying top quarks while the background is dominated by \(tt\) events with one or two semileptonic top quark decays. The presence of numerous boosted and semi-boosted top quarks in the signal events leads to the formation of high-\(p_T\), massive jets at the scale of \(R \approx 0.8\). This variable is sensitive to the large degree of structure in signal events compared to background processes which are dominated by semi-leptonic and di-leptonic \(tt\) events (figs. 7.5 and 7.6).

Multi-jet Suppression

The requirement of a selected lepton, with the additional requirements on jets, \(E_T^{\text{miss}}\) and event variables described above, will make the multi-jet background negligible for the \(\geq 1\)-lepton signal regions. For the 0-lepton signal regions, the minimum azimuthal angle \(\Delta \phi_{\text{min}}^{4j}\) between \(\vec{p}_T^{\text{miss}}\) and the \(p_T\) of the four leading small-\(R\) jets in the event, defined as:

\[
\Delta \phi_{\text{min}}^{4j} = \min_{i \leq 4} \left( |\phi_{\text{jet}_i} - \phi_{\vec{p}_T^{\text{miss}}}| \right),
\]

is required to be greater than 0.4. This requirement supresses the multi-jet background, which can produce events with large \(E_T^{\text{miss}}\) if containing poorly measured jets or neutrinos emitted close to the axis of a jet. In particular, anything that is all-hadronic is typically mis-modeled\(^4\) with monte-carlo simulations so contributions from a multi-jet background are estimated using a data-driven approach “jet smearing” (described in [167]). This method performs a smearing of the jet response in data events with well-measured \(E_T^{\text{miss}}\) ("seed events") to estimate the tail of \(E_T^{\text{miss}}\) where the modeling is not as great. Figure 7.2 shows the impact of jet smearing on the modeling of multi-jet as compared to 2015+2016 data. This is even more important for \(b\)-jets because in the high tails of effective mass, most of the mis-measurement in the hadronic decays of multi-jets comes in the form of heavy-flavor decays. As fig. 7.2 also shows, a selection of \(\Delta \phi_{\text{min}}^{4j} > 0.4\) effectively suppresses

\[^3\text{In the case of events with less than four re-clustered jets, all of them are used.}\]

\[^4\text{The generators have different ways of calculating the non-perturbative QCD showers.}\]
a majority of the multi-jet background in the seach, so the multi-jet background is typically called “reducible”.

Figure 7.2: Distributions of the $\Delta \phi_{4j}$ variable before and after jet smearing is applied for 2015-2016 data using a 0-lepton preselection, without the $\Delta \phi_{4j}$ selection applied. The top panel shows the distribution in log-scale of the number of events in each bin of $\Delta \phi_{4j}$. The second panel shows the background composition with each background contribution some fraction of the total background. The third panel shows the data/MC ratio where data is compared to the total estimated, pre-fit background. Looking at the background composition, it is clear that the multi-jet background (red) is reducible, as is evidenced by a $\Delta \phi_{4j} > 0.4$ selection that can be applied.

7.2.2 Event Selection

Two different types of selections are applied in succession for the analysis, event selection and then preselection. Two sets of preselection criteria targeting the 0-lepton and the 1-lepton channels are presented in section 7.3. The modeling of the data in these regions is also discussed in that section. The event selection criteria, defined based on kinematic requirements for the objects defined in section 6.2 and discriminating event-based variables described in section 7.2.1, are used to further reject the background. There are a number of more common general cuts which are applied to all events described in the next few sections. These cuts are

- Good Runs List (GRL): applied to data only
- Tile, LAr, SCT: applied to data only
- Trigger: applied to both data and MC
- Jet Cleaning: applied to both data and MC
- Muon Cleaning: applied to both data and MC

Good Runs

ATLAS provides an XML file containing a list of events in data that have passed data quality criteria. This removes luminosity blocks with poor detector quality. In particular, this analysis is sensitive to $b$-tagging and runs with the Insertable B-Layer (IBL) turned off are not included. Two different GRLs are used: one for 2015 data and one for 2016 data.

Tile, LAr, and SCT

Following ATLAS recommendations, corrupted events due to errors in the Tile, LAr, or SCT are vetoed.

Trigger

The unprescaled\(^5\) $E_T^{\text{miss}}$ triggers used for both the 0-lepton and 1-lepton analyses are $\text{HLT}_x\text{e70}$ for 2015 data and $\text{HLT}_x\text{e100.mht.L1XE50}/\text{HLT}_x\text{e110.mht.L1XE50}$ for early/late 2016 data, respectively. One important feature of the $E_T^{\text{miss}}$ triggers is to make sure that the selections in our analysis lie above the turn-on curve. This means that the trigger does not affect the selection efficiency when searching for signal over background.

\(^5\)If a trigger is prescaled, this means the trigger rate is purposefully decreased in order to keep the output rate manageable.
The lowest unprescaled trigger for the 2015 dataset is 70 GeV and for 2016 dataset is 100 GeV and 110 GeV. The efficiencies of these triggers are shown in fig. 7.3 for the 2015 dataset and fig. 7.4 for the 2016 dataset. These figures show the efficiency of the $E_T^{\text{miss}}$ trigger in both $t\bar{t}$ MC and 25 ns data for different requirements on the leading jet $p_T$. The trigger is plotted as a function of a modified, reconstructed $E_T^{\text{miss}}$. Typically, when $E_T^{\text{miss}}$ is reconstructed offline, it incorporates information from the muon spectrometer, but this information is not available in L1. To properly study the L1 $E_T^{\text{miss}}$ trigger, muons are subtracted from the reconstructed $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. Since our preselection, described in section 7.3, requires $E_T^{\text{miss}} > 200$ GeV, you can see that both $E_T^{\text{miss}}$ triggers are fully efficient.

![Efficiency of the $E_T^{\text{miss}}$ trigger in both $t\bar{t}$ MC and 25 ns data for different requirements on the leading jet $p_T$.](image)

(a) $t\bar{t}$ MC  
(b) 25 ns data

Figure 7.3: [234] Efficiency of the 2015 $E_T^{\text{miss}}$ trigger for different requirements on the leading jet $p_T$. The muons are subtracted from $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. The reference trigger used to select events is HLT_mu26_medium.

Jet Cleaning

Fake jets can arise from non-collision background or cosmic muons with a catastrophic energy loss in the calorimeters or from fake signals in the calorimeter, arising either from noise bursts or the
Figure 7.4: Efficiency of the various 2016 $E_T^{\text{miss}}$ triggers as a function of the offline $E_T^{\text{miss}}$. The muons are subtracted from $E_T^{\text{miss}}$ to reproduce the L1 $E_T^{\text{miss}}$. The reference trigger used to select events is HLT\_mu26\_ivarmedium. One of the triggers used in the analysis for early 2016 data is shown here: HLT\_xe100\_mht\_L1XE50.

The selections are summarized at [223]. Events are vetoed if any of the baseline jets are determined to be “bad” based on the above criteria.
Muon Cleaning

Another set of event cleaning cuts come from identifying two types of muons, “fake” muons and cosmic-ray muons as described below. If either of these muons are identified in an event, the event is excluded from the analysis search.

1. There are fake muons that can be reconstructed from high hit multiplicities in the muon spectrometer due to very energetic punch-through jets or from badly measured inner detector tracks in jets wrongly matched to muon spectrometer segments. Such fake muons contribute to fake $E_T^{\text{miss}}$. Events containing one or more fake muon candidates are rejected.

2. Events with muons arising from cosmic rays are also rejected to avoid the effects on the tails of the $E_T^{\text{miss}}$. Potential cosmic muons are identified after the muon-jet overlap removal (see section 6.2.4) as muons with large longitudinal and transverse impact parameters. Events containing one or more muon candidates with

$$|d_0| > 0.2 \text{ mm} \quad \text{and} \quad (7.6a)$$

$$|z_0| > 1 \text{ mm} \quad (7.6b)$$

are rejected to suppress cosmic rays.

7.3 Pre-selection comparisons of Data/MC

This section contains distributions of the analysis observables described in section 7.2.1, showing the pre-fit modeling of these observables in the following loose selection regions. All are triggered with the $E_T^{\text{miss}}$ triggers which are fully efficient in our offline $E_T^{\text{miss}}$ cut.

Preselection criteria\textsuperscript{7}, as summarized in table 7.1, in the 0-lepton and 1-lepton channels require

\textsuperscript{7}Preselection is designed to be 100% efficient for the signal processes under study.
Table 7.1: Definitions of the 0-lepton and 1-lepton preselection of the cut-and-count analysis.  

<table>
<thead>
<tr>
<th></th>
<th>0-lepton</th>
<th>1-lepton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{lepton}}$</td>
<td>$= 0$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>Trigger (section 7.2.2)</td>
<td>70 GeV unprescaled</td>
<td>100 GeV unprescaled</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>$&gt; 200$ GeV</td>
<td></td>
</tr>
<tr>
<td>$N_{\text{jet}}$</td>
<td>$&gt; 4$</td>
<td></td>
</tr>
<tr>
<td>$N_{b-\text{jets}}$</td>
<td>$&gt; 2$</td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi_{4j}^{\text{min}}$</td>
<td>$&gt; 0.4$</td>
<td></td>
</tr>
</tbody>
</table>

$E_T^{\text{miss}} > 200$ GeV, in addition to the $E_T^{\text{miss}}$ trigger requirement, and at least four jets of which at least two must be $b$-tagged. The 0-lepton channel requires no selected leptons. The 1-lepton channel requires the event to contain at least one selected lepton. Because the 0-lepton channel requires no selected leptons, a $\Delta \phi_{4j}^{\text{min}}$ selection is additionally required to reduce the multijet background as described in section 7.2.1.

In this analysis, correction factors need to be extracted to account for shape discrepancies in the $m_{\text{eff}}$ spectrum between the data and the expected background for the 1-lepton preselection sample. These factors are defined as the ratio of the number of observed events to the predicted number of background events in a given $m_{\text{eff}}$ bin, in a signal-depleted region. This region is defined by applying the 1-lepton preselection criteria and requiring exactly two $b$-tagged jets and $m_{b-\text{jets}}^{T,\text{min}} < 140$ GeV. This kinematic reweighting leads to correction factors ranging from 0.7 to 1.1. They are applied to the background prediction and the full size of the correction is taken as an uncertainty for both the background and signal events.

Figures 7.5 and 7.6 show the multiplicity of selected jets and $b$-tagged jets, the distributions of $E_T^{\text{miss}}$, $m_{\text{eff}}$, and $M_{\Sigma J}$ for events passing the 0-lepton or the 1-lepton preselection, respectively. Figures 7.5

---

8 This effective mass reweighting is described in more detail in [180]. This was a shape discrepancy that was not observed in 0-lepton. The underlying cause is still not understood and the current, 2017 iteration of this analysis continues to study this more.
and 7.6 also display the distribution of transverse mass: $m_{T,\text{min}}^{b\text{-jets}}$ for 0-lepton channel and $m_T$ for 1-lepton channel. The $m_{\text{eff}}$ correction described above is applied in the 1-lepton channel.

The uncertainty bands include the statistical and experimental systematic uncertainties, as described in section 7.7, but not the theoretical uncertainties in the background modeling.

The data and the predicted background are found to agree reasonably well at the preselection level after the kinematic reweighting described above. A discrepancy between data and prediction is observed for the number of $b$-tagged jets, but it has a negligible impact on the background estimate after the renormalization of the simulation in dedicated control regions with the same $b$-tagged jets requirements as the signal regions, as described in section 7.5. Example signal models with enhanced cross-sections are overlaid for comparison.

7.4 Optimizations

The main analysis strategy documented in this thesis is a cut-and-count analysis, using partially overlapping single-bin signal regions (SRs), optimized to maximize the expected discovery power for benchmark signal models, and allowing for reinterpretation of the results. This is described in more detail in section 7.4.1. In order to define these regions, it helps to scan the phase space of the kinematic variables to determine the strongest selections to maximize signal over background and this strategy is described in more detail in section 7.4.2. After performing the optimization, the regions for the cut-and-count analysis are defined in section 7.5.

7.4.1 Analysis strategy and background treatment

In order to enhance the sensitivity to the various signal benchmarks described in section 7.1.1, multiple SRs are defined. The SRs are defined to probe the existence of a signal or to assess model-independent upper limits on the number of signal events. The main background in all these regions is the production of a $t\bar{t}$ pair in association with heavy-flavor and light-flavor jets.
Figure 7.5: Distributions of discriminating variables for events passing the 0-lepton preselection criteria. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $t\bar{t}t\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.
Figure 7.5: Distributions of discriminating variables for events passing the 0-lepton preselection criteria. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $t\bar{t}t\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.
Figure 7.6: Distributions of discriminating variables for events passing the 1-lepton preselection criteria, after applying the kinematic reweighting to the $m_{\text{eff}}$ distribution described in the text. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $ttt\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.
Figure 7.6: Distributions of discriminating variables for events passing the 1-lepton preselection criteria, after applying the kinematic reweighting to the $m_{\text{eff}}$ distribution described in the text. The statistical and experimental systematic uncertainties (as defined in section 7.7) are included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background prediction. All backgrounds (including $t\bar{t}$) are normalized using the best available theoretical calculation described in section 4.4. The background category $t\bar{t}+X$ includes $t\bar{t}W/Z$, $t\bar{t}h$ and $t\bar{t}t\bar{t}$ events. Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.
A normalization factor ($\mu_{t\bar{t}}$) for this background is extracted for each individual SR from a data control region (CR) that has comparable background composition and kinematics. This is ensured by keeping the kinematic requirements similar in the two regions. The CRs and SRs are defined to be mutually exclusive. Signal contributions in the CRs are suppressed by inverting or relaxing some requirements on the kinematic variables (e.g. $m_T$ or $m_{T_{\text{min}}}$), leading to a signal contamination in the CRs of 6% at most.

The $t\bar{t}$ normalization is cross-checked in validation regions (VRs) that share similar background composition, i.e. jet and lepton flavors, with the SR. The signal contamination in the VRs is found to be lower than 30% for benchmark signal mass points above the already excluded mass range. The $t\bar{t}$ purity is superior to 73% and 53% in the CRs and VRs, respectively. All of this is summarized in fig. 7.7.

![Figure 7.7: A diagramatic overview of how the different regions SR, CR, and VR are defined for the cut-and-count analysis](image)

The non-$t\bar{t}$ backgrounds mainly consist of single-top, $W+$jets, $Z+$jets, $t\bar{t} + W/Z/h$, $t\bar{t}t\bar{t}$ and diboson events. Their normalization is taken from the simulation normalized using the best available theory prediction. The multijet background is found to be very small or negligible in all regions. It is estimated using a procedure described in [235], in which the jet response is determined from
simulated dijet events. This response function is then used to smear the jet response in low-
$E_T^{\text{miss}}$ events. The jet response is cross-checked with data where the $E_T^{\text{miss}}$ can be unambiguously attributed to the mismeasurement of one of the jets.

### 7.4.2 Optimization Strategy

This section describes the optimization of the SRs, CRs, and VRs. For the SRs, the figure of merit is the expected significance, defined by the function `BinomialExpZ` of RooStats [236, 237] assuming 35 fb$^{-1}$ of data$^9$ This function estimates a significance for a signal above SM background, given the Poisson likelihood, with an estimate of the impact of systematic uncertainties$^{10}$. We require that the MC statistical uncertainty on the background is less than 30% to ensure that the optimized selection is reliable. The optimization then motivates defining a number of SRs. The goal of these SRs is to provide robust regions capable of discovery of SUSY signatures, and for ease of re-interpretation by theorists [238].

Two categories of these discovery regions are defined: Gtt-0L and Gtt-1L in sections 7.4.3 and 7.4.4. Gtt-0L targets the zero lepton channel of the $\tilde{g} \rightarrow t\bar{t}$ process and Gtt-1L targets the one lepton channel. Determination of the signal and CRs for the cut-and-count analysis is carried out with several metrics in mind:

1. The expected significance is used as the primary metric to evaluate the performance of SRs.
2. The expected number of signal events must be $N_S > 2$ in order to ensure possibility of an observation.
3. The total background must always be $N_B > 0.5$.
4. The background composition within SRs and CRs is required to be dominated by $t\bar{t}$. The

$^9$2015+2016 data accounted for 36.1 fb$^{-1}$ at the end of 2016, so this is not too far off.

$^{10}$This is the standard significance optimization technique within the SUSY group in ATLAS.
presence of other backgrounds, whose contributions are evaluated directly from simulation, is minimized.\textsuperscript{11}

5. The statistical uncertainty on $t\bar{t}$ backgrounds must never be larger than 30%.

6. The signal contamination in validation and CRs is minimized.

I wrote a package, an Optimization Framework, that automates and streamlines this entire process in a very generic way. See appendix A for more about the technical implementation.

\textbf{7.4.3 Gtt-0L Optimization}

The Gtt 0L optimization used the following variables which are summarized in table 7.2.

\begin{table}[h]
\centering
\begin{tabular}{l|ccc}
\hline
 \multicolumn{4}{c}{inclusive step} \\
 & start & stop & size \\
\hline
$N_{\text{jet}}$ & 6 & 10 & 1 \\
$N_{b-\text{jets}}$ & 3 & 6 & 1 \\
$E_T^{\text{miss}}$ & 200 GeV & 1000 GeV & 50 GeV \\
$m_{\text{eff}}$ & 800 GeV & 3000 GeV & 100 GeV \\
$M_{J^0}$ & 0 GeV & 500 GeV & 100 GeV \\
$m_{T,\text{min}}^{b-\text{jets}}$ & 0 GeV & 200 GeV & 4 GeV \\
\hline
\end{tabular}
\caption{The 0-lepton optimization phase-space that was scanned over. This corresponded to 16,560 cuts. Each variable was scanned from “start” to “stop” in discrete step sizes. The starting and stopping values of the scan are inclusive.}
\end{table}

Since the masses of the new particles are not known yet, the grid plotted in figs. 7.8 and 7.9 represents all the mass points for the $\tilde{g}-\tilde{\chi}_1^0$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. Figure 7.8 shows the optimal significance

\textsuperscript{11}The post-fit $t\bar{t}$ purity in all regions is $> 50\%$, and typically $> 70\%$. 

153
possible with the best selected variables at each grid point. Figure 7.9 shows the optimal cuts on various variables selected at each mass point. These were produced using the optimization framework that I wrote for this analysis, but is general enough to be applied to similar types of analyses doing a search and trying to understand the phase-space of their signal model. Being able to visualize the change in the optimal cut for each variable across the different gluino-neutralino masses influences our choices for signal region definitions. For example, we can see two regions that appear based on the $b$-jet multiplicity where most mass points prefer requiring $N_{b\text{-jets}} \geq 3$ except for the compressed region which requires a tighter selection of $N_{b\text{-jets}} \geq 4$. Meanwhile, it is also nice to see a reinforcement of physics that we expect to see from this signal model as in the behavior of $M_{\Sigma J}^T$ where the boosted regions towards the bottom-right (a larger mass splitting) prefer a tighter cut on the mass of the four leading reclustered jets than the compressed regions towards the top-left (a smaller mass splitting). This is consistent with reclustered jets containing more merged decays and accidental substructure in a boosted topology.

**Signal Regions**

From these optimization results, three SRs have been designed for the 0-lepton channel of the Gtt analysis, summarized in table 7.4. All 0-lepton SRs veto events with one or more reconstructed signal leptons, and require at least 3 $b$-tagged small-$R$ jets. SR-B$^{12}$ targets the dramatic events in the region of high mass splitting between the $\tilde{g}$ and $\tilde{\chi}_1^0$. This region places large requirements on the $m_{\text{eff}}$ and the largest requirement on $M_{\Sigma J}^T$ out of all Gtt SRs. SR-M$^{13}$ targets the bulk region of the signal grid, requiring large amounts of $E_T^{\text{miss}}$, $m_{\text{eff}}$, and $M_{\Sigma J}^T$. SR-C$^{14}$ targets the “near-diagonal” region of the signal grid, where the small mass splitting between the $\tilde{g}$ and $\tilde{\chi}_1^0$ results in final states with jets which are typically softer than those found in the other regions of the signal plane. SR-C also has an additional $b$-tagged jet to further reject background in this portion of phase space.

---

$^{12}$“B” for boosted.

$^{13}$“M” for moderate-boost.

$^{14}$“C” for compressed.
Figure 7.8: Significance of optimal cuts (fig. 7.9) for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\chi^0_1$ pair with the mass of the gluino on the x-axis in GeV and the mass of the neutralino on the y-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The Run-2 limit from my first paper on this search at 3.6 fb$^{-1}$ is overlaid in red [226]. The significance reported is an estimate of the CLs method using BinomialExpZ of RooStats [236, 237]. This significance represents the discriminating power the optimal cut has in each mass point.
Figure 7.9: Optimal cut values for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\tilde{\chi}^0_1$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The kinematic variables were scanned over the values defined in table 7.2, a significance for each combination of selections was computed, and the selection that provided maximum discriminating power in each mass point is plotted. Each plot represents the cut applied to the kinematic variable (a) $m_{\text{eff}}$, (b) $M_\Sigma$, (c) $E^{\text{miss}}_T$, (d) $N_{b\text{-jets}}$. 

(a) $m_{\text{eff}}$
Figure 7.9: Optimal cut values for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\tilde{\chi}^0_1$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The kinematic variables were scanned over the values defined in table 7.2, a significance for each combination of selections was computed, and the selection that provided maximum discriminating power in each mass point is plotted. Each plot represents the cut applied to the kinematic variable (a) $m_{\text{eff}}$, (b) $M^\Sigma_J$, (c) $E_T^{\text{miss}}$, (d) $N_{\text{b-jets}}$. 

(b) $M^\Sigma_J$
Figure 7.9: Optimal cut values for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}^{-}\tilde{\chi}^0_1$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The kinematic variables were scanned over the values defined in table 7.2, a significance for each combination of selections was computed, and the selection that provided maximum discriminating power in each mass point is plotted. Each plot represents the cut applied to the kinematic variable (a) $m_{\text{eff}}$, (b) $M_{\Sigma_j}$, (c) $E_T^{\text{miss}}$, (d) $N_{b\text{-jets}}$.  

(c) $E_T^{\text{miss}}$
Figure 7.9: Optimal cut values for each grid point in the Gtt 0-lepton channel. The grid represents all the mass points for the $\tilde{g}$-$\tilde{\chi}_1^0$ pair with the mass of the gluino on the $x$-axis in GeV and the mass of the neutralino on the $y$-axis in GeV. This optimization was performed at an assumed total integrated luminosity of 35 fb$^{-1}$. The kinematic variables were scanned over the values defined in table 7.2, a significance for each combination of selections was computed, and the selection that provided maximum discriminating power in each mass point is plotted. Each plot represents the cut applied to the kinematic variable (a) $m_{\text{eff}}$, (b) $M_J^\Sigma$, (c) $E_T^{\text{miss}}$, (d) $N_{b\text{-jets}}$. 

(d) $N_{b\text{-jets}}$
The significance at each signal grid point for the optimal SR is plotted in fig. 7.10b. The three SRs each target distinct regions of phase space (fig. 7.10a), with little degradation in performance from the optimal set of cuts at each mass point (fig. 7.11).

Control Regions

CRs are also defined for each SR in table 7.4. As the background is expected to be dominated entirely by semi-lepton $t\bar{t}$ events, due to the $b$-jet requirement and the $E_T^{\text{miss}}$ requirement, following the strategy of the 2015 analysis we define only a single $t\bar{t}$ CR for the analysis and will take all the remaining backgrounds directly from simulation [239]. Since the background is expected to be semi-leptonic $t\bar{t}$, a single lepton CR strategy is used. An upper cut on $m_T$ is enforced to prevent overlap with the Gtt SRs. All jet number related cuts are lowered by 1 between each SR and the corresponding CR (since a lepton replaces a jet), and cuts on $E_T^{\text{miss}}$ and $m_{\text{eff}}$ and $m_{b\text{-jets}}$ are lowered to ensure sufficient statistics (a minimum of 15 expected events) in the CRs. The signal contamination in each CR is expected to be very small, and is shown in fig. 7.12.

Validation Regions

Table 7.4 also defines one VRs for each SR. The VR category validates the extrapolation from the 1L CR to the 0L SR. This is done by inverting the cut on $M_{\Sigma J}$, which is shown to be well modeled in section 7.3. Signal contamination plots for the VRs are shown in figs. 7.13 and 7.14. Both are rather low.

Background Composition

The composition of the background in the optimized Gtt-0L regions are all shown in appendix E. Three of these composition plots are shown for the 0-lepton boosted region in fig. 7.15 showing the
(a) Optimal SR for each grid point in the Gtt 0-lepton channel. In this figure, regions 1-2-3 correspond to B-M-C in the text.

(b) Significance of optimal SR for each grid point in the Gtt 0-lepton channel.

Figure 7.10: (a) Optimal SR and (b) significance for the optimal region for all points of the grid in the Gtt 0-lepton analysis.
Figure 7.11: Significance of each SR at each grid point of the Gtt 0-lepton analysis.
Figure 7.11: Significance of each SR at each grid point of the Gtt 0-lepton analysis.
Figure 7.11: Significance of each SR at each grid point of the Gtt 0-lepton analysis.
Figure 7.12: Signal contamination of each CR at each grid point of the Gtt 0-lepton analysis.
(b) CR-M

Figure 7.12: Signal contamination of each CR at each grid point of the Gtt 0-lepton analysis.
Figure 7.12: Signal contamination of each CR at each grid point of the Gtt 0-lepton analysis.
Figure 7.13: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
(b) VR-M

Figure 7.13: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
Figure 7.13: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
Figure 7.14: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
Figure 7.14: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
Figure 7.14: Signal contamination of each VR at each grid point of the Gtt 0-lepton analysis.
heavy flavor composition of the $t\bar{t}$ background. In all cases, the SR is dominated by $t\bar{t}$ as expected, as are the CRs and VRs. The expected yields of the CRs and VRs are also sufficient. Note all the composition plots are pre-fit.

![Composition plots for (a) CR-0L-B, (b) SR-0L-B, and (c) VR-0L-B](image)

Figure 7.15: [234] Heavy flavor composition of the $t\bar{t}$ component of the background in the optimized Gtt-0L boosted regions.

N-1 Plots

Distributions of N-1 plots for the kinematic variables used in the optimization of signal regions are all shown in appendix D. Each of the variables shows significant discrimination power for the signals shown. An example plot is shown for the 0-lepton boosted signal region in fig. 7.16 for the total jet mass variable. This plot is made by applying all of the $N$ selections in the 0-lepton boosted signal region described in table 7.4 except for the total jet mass variable $M^\Sigma_J$, hence the name N-1 plot.

7.4.4 Gtt-1L Optimization

The Gtt 1-lepton optimization is very similar to 0-lepton. The main change is the lowering of the $N_{\text{jet}}$ requirement (accounting for the extra lepton) and the addition of another transverse mass cut $m_T$ which is inverted to create the CRs. To summarize, the variables used in this optimization are
Figure 7.16: $N$-1 plot of the total jet mass variable in the 0-lepton boosted region. The background is stacked in the histogram and three signal points are overlaid to show the shape comparisons, all normalized to 35 fb$^{-1}$ except the highest mass signal curve which has been scaled up by a factor of 10.
summarized in table 7.3.

<table>
<thead>
<tr>
<th></th>
<th>inclusive step</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>start</td>
</tr>
<tr>
<td>$N_{\text{jet}}$</td>
<td>5</td>
</tr>
<tr>
<td>$N_{b\text{-jets}}$</td>
<td>3</td>
</tr>
<tr>
<td>$E_{\text{T}}^{\text{miss}}$</td>
<td>200 GeV</td>
</tr>
<tr>
<td>$m_{\text{eff}}$</td>
<td>800 GeV</td>
</tr>
<tr>
<td>$M_{\Sigma J}$</td>
<td>0 GeV</td>
</tr>
<tr>
<td>$m_{\text{T, min}}^{b\text{-jets}}$</td>
<td>0 GeV</td>
</tr>
<tr>
<td>$m_T$</td>
<td>0 GeV</td>
</tr>
</tbody>
</table>

Table 7.3: The 1-lepton optimization phase-space that was scanned over. This corresponded to 115,920 cuts. Each variable was scanned from “start” to “stop” in discrete step sizes. The starting and stopping values of the scan are inclusive.

Figure 7.17 shows the optimal significance possible with the best selected variables at each grid point; Figure 7.18 shows the optimal cuts on various variables selected at each mass point.

Signal Regions

From these optimization results, three SRs have been designed for the 1-lepton channel of the Gtt analysis, summarized in table 7.5. All 1-lepton SRs require events with one or more reconstructed signal leptons\(^{15}\), and require at least 3 $b$-tagged small-$R$ jets.

SR-B\(^{16}\) targets the dramatic events in the region of high mass splitting between the $\tilde{g}$ and $\tilde{\chi}_1^0$. This region places large requirements on the $m_{\text{eff}}$ and the largest requirement on $M_{\Sigma J}$ out of all Gtt SRs. The large energy splitting between the $\tilde{g}$ and $\tilde{\chi}_1^0$ means that most of the energy goes into the visible

\(^{15}\)In the first iteration of the analysis in 2015\([226]\), a study was done to determine whether baseline leptons or signal leptons would be used, and signal leptons were found to improve the sensitivity of the cut-and-count analysis.

\(^{16}\)“B” for boosted.
Figure 7.17: Significance of optimal cuts for each grid point in the Gtt 0-lepton channel.
Figure 7.18: Optimal cut values for each grid point in the Gtt 1-lepton channel.
Figure 7.18: Optimal cut values for each grid point in the Gtt 1-lepton channel.
Figure 7.18: Optimal cut values for each grid point in the Gtt 1-lepton channel.
Figure 7.18: Optimal cut values for each grid point in the Gtt 1-lepton channel.
decay products of the event, the boosted top quarks. SR-M\textsuperscript{17} targets the bulk region of the signal grid, requiring large amounts of $E_{T}^{\text{miss}}$, $m_{\text{eff}}$, and $M_{\Sigma}^{2}$. SR-C\textsuperscript{18} targets the “near-diagonal” region of the signal grid, where the small mass splitting between the $\tilde{g}$ and $\tilde{\chi}_{1}^{0}$ results in final states with jets which are typically softer than those found in the other regions of the signal plane as a larger fraction of the energy will be in the neutralinos, the invisible decay products, and so the visible decay products are less boosted and more resolved. SR-C also has an additional $b$-tagged jet to further reject background in this portion of phase space as the top quarks are more resolved and is more likely to have four isolated $b$-jets, rather than in a more boosted region where two of the $b$-jets might merge into a single jet.

The significance at each signal grid point for the optimal SR is plotted in fig. 7.19b. The three SRs each target distinct regions of phase space (fig. 7.19a), with little degradation in performance from the optimal set of cuts at each mass point (fig. 7.20).

**Control Regions**

CRs are also defined for each SR in table 7.5. As the background is expected to be dominated entirely by semi-leptonic $t\bar{t}$ events, due to the $b$-jet requirement and the $E_{T}^{\text{miss}}$ requirement, following the strategy of the 2015 analysis we define only a single $t\bar{t}$ CR for the analysis and will take all the remaining backgrounds directly from simulation [239]. Since the background is expected to be semi-leptonic $t\bar{t}$, a single lepton CR strategy is used. The cut on $m_{T}$ is inverted in order to find a region with similar background composition but low signal contamination, while preventing overlap with the Gtt SRs. Cuts on $E_{T}^{\text{miss}}$ and $m_{\text{eff}}$ and $m_{T,\text{min}}^{b}$-jets are lowered to ensure sufficient statistics (a minimum of 15 expected events) in the CRs. The signal contamination in each CR is expected to be very small, and is shown in fig. 7.21.

\textsuperscript{17}“M” for moderate-boost.

\textsuperscript{18}“C” for compressed.
(a) Optimal SR for each grid point in the Gtt 1-lepton channel. In this figure, regions 1-2-3 correspond to B-M-C in the text.

(b) Significance of optimal SR for each grid point in the Gtt 1-lepton channel.

Figure 7.19: (a) Optimal SR and (b) significance for the optimal region for all points of the grid in the Gtt 1-lepton analysis.
Figure 7.20: Significance of each SR at each grid point of the Gtt 1-lepton analysis.
Figure 7.20: Significance of each SR at each grid point of the Gt 1-lepton analysis.
Figure 7.20: Significance of each SR at each grid point of the Gtt 1-lepton analysis.
Figure 7.21: Signal contamination of each CR at each grid point of the Gtt 1-lepton analysis.
Figure 7.21: Signal contamination of each CR at each grid point of the Gtt 1-lepton analysis.
Figure 7.21: Signal contamination of each CR at each grid point of the Gtt 1-lepton analysis.
Validation Regions

Table 7.5 also defines two VRs for each SR. The VR-$m_T$ category validates the extrapolation from low to high $m_T$; orthogonality is enforced with the SR by inverting the $M_J^T$ (in the case of regions B and M) or $m_{T,\min}^{b\text{-jets}}$ cut (in the case of region C). The VR-$m_{T,\min}^{b\text{-jets}}$ category validates the extrapolation from no cut on $m_{T,\min}^{b\text{-jets}}$ in the CR to the optimized cut on $m_{T,\min}^{b\text{-jets}}$ in the SR. Orthogonality with the CR is enforced by requiring $>N_{\text{jet}}$, instead of exactly $=N_{\text{jet}}$. Signal contamination plots for the VRs are shown in figs. 7.22 and 7.23. Both are rather low.

![Graph](image)

(a) VR-$m_T$-1L-B

Figure 7.22: Signal contamination of each VR-$m_T$ at each grid point of the Gtt 1-lepton analysis.
Figure 7.22: Signal contamination of each \( \text{VR-}m_T \) at each grid point of the Gtt 1-lepton analysis.
Figure 7.22: Signal contamination of each $\text{VR-}m_T$ at each grid point of the Gtt 1-lepton analysis.
Figure 7.23: Signal contamination of each $\text{VR-}m_{T_{\text{min}}}^{b-\text{jets}}$ at each grid point of the Gtt 1-lepton analysis.
Figure 7.23: Signal contamination of each VR-$m_{T,\text{min}}^{b\text{-jets}}$ at each grid point of the Gtt 1-lepton analysis.
Figure 7.23: Signal contamination of each VR-$m_T^{b\text{-jets}}_{\text{min}}$ at each grid point of the Gtt 1-lepton analysis.
Background Composition

The composition of the background in the optimized Gtt-1L regions are all shown in appendix E. Three of these composition plots are shown for the 1-lepton boosted region in fig. 7.24 showing the heavy flavor composition of the $t\bar{t}$ background. In all cases, the signal region is dominated by $t\bar{t}$ as expected, as are the CRs and VRs. The expected yields of the CRs and VRs are also sufficient. Note all the results for composition are pre-fit.

![Pie charts showing composition plots](image)

(a) CR-1L-B    (b) SR-1L-B    (c) VR-$m_T$-1L-B    (d) VR-$m_{T,\text{min}}$-1L-B

Figure 7.24: Heavy flavor composition of the $t\bar{t}$ component of the background in the optimized Gtt-1L regions.

$N$-1 Plots

Distributions of $N$-1 plots for the kinematic variables used in the optimization of signal regions are all shown in appendix D. Each of the variables shows significant discrimination power for the signals shown. An example plot is shown for the 0-lepton boosted signal region in fig. 7.25 for the total jet mass variable. This plot is made by applying all of the $N$ selections in the 0-lepton boosted signal region described in table 7.5 except for the total jet mass variable $M_{\Sigma J}^0$, hence the name $N$-1 plot.
Figure 7.25: $N$-1 plot of the total jet mass variable in the 1-lepton boosted region. The background is stacked in the histogram and three signal points are overlaid to show the shape comparisons, all normalized to 35 fb$^{-1}$, except for the highest mass signal curve which has been scaled up by a factor of 10.
7.5 Region Definitions for Cut-and-Count Analysis

The SRs are named in the form SR-\(X-YL-Z\), where \(X\) indicates the target model, \(Y\) indicates the number of leptons and \(Z\) labels the type of region targeted. The cut-and-count regions labelled B (for “boosted”) are optimised for signals with a large mass difference between the gluino and the neutralino (\(\Delta m \gtrsim 1.5 \text{ TeV}\)), possibly leading to highly boosted objects in the final state. Conversely, regions C (for “compressed”) primarily focus on signals for which the gluino decay products are softer due to the small \(\Delta m\) (\(\Delta m \lesssim 300 \text{ GeV}\)). Regions M (for “moderate”) target intermediate values of \(\Delta m\). SRs targeting the Gtt model in the 0-lepton and 1-lepton channels are presented in tables 7.4 and 7.5.

In the 1-lepton channel, these regions differ mainly in their kinematic selections thresholds: \(m_{\text{eff}}, E_T^{\text{miss}}\) and \(M_{\Sigma J}^b\) selections are relaxed when going from region B to C to improve the acceptance for softer signals. The resulting background increase is compensated for by tightening the requirements on the number of \((b\text{-tagged})\) jets or \(m_{T,\text{min}}^{b\text{-jets}}\). CRs constraining the \(t\bar{t}\) background are defined in the low-\(m_T\) region to remove overlaps with the SRs. The requirements on \(m_{T,\text{min}}^{b\text{-jets}}\) are removed, and the selections on kinematic variables are relaxed to ensure at least about 10 events in each CR.

The requirement of an exclusive jet multiplicity permits the definition of VRs kinematically close to the SRs and mutually exclusive to both the CRs and SRs. VR-\(m_T\) validates the background prediction in the high-\(m_T\) region. It is kept mutually exclusive with the SR by an inverted selection on \(M_{\Sigma J}^b\) or \(m_{T,\text{min}}^{b\text{-jets}}\). VR-\(m_{T,\text{min}}^{b\text{-jets}}\) checks the background prediction in the high-\(m_{T,\text{min}}^{b\text{-jets}}\) regime, with an upper bound on \(m_T\) to keep the region mutually exclusive with the corresponding SR. The other kinematic requirements are kept as close as possible to those of the SRs to ensure that the event kinematics are similar, and allow sufficiently large yields.
Table 7.4: Definitions of the Gtt 0-lepton SRs, CRs and VRs of the cut-and-count analysis. All kinematic variables are expressed in GeV except $\Delta \phi_{4j_{\text{min}}}$, which is in radians. The jet $p_T$ requirement is also applied to $b$-tagged jets.
### Gtt 1-lepton

Criteria common to all regions: \( \geq 1 \) signal lepton, \( p_T^{\text{jet}} > 30 \) GeV, \( N_{\text{b-jets}} \geq 3 \)

<table>
<thead>
<tr>
<th>Targeted kinematics</th>
<th>Type</th>
<th>( N_{\text{jet}} )</th>
<th>( m_T )</th>
<th>( m_{\text{b-jets}}^{T,\text{min}} )</th>
<th>( E_{\text{miss}}^T )</th>
<th>( m_{\text{incl}}^\text{eff} )</th>
<th>( M_J^\Sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region B (Boosted, Large ( \Delta m ))</td>
<td>SR</td>
<td>( \geq 5 )</td>
<td>( &gt; 150 )</td>
<td>( &gt; 120 )</td>
<td>( &gt; 500 )</td>
<td>( &gt; 2200 )</td>
<td>( &gt; 200 )</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>( = 5 )</td>
<td>( &lt; 150 )</td>
<td>-</td>
<td>( &gt; 300 )</td>
<td>( &gt; 1700 )</td>
<td>( &gt; 150 )</td>
</tr>
<tr>
<td></td>
<td>VR-( m_T )</td>
<td>( \geq 5 )</td>
<td>( &gt; 150 )</td>
<td>-</td>
<td>( &gt; 300 )</td>
<td>( &gt; 1600 )</td>
<td>( &lt; 200 )</td>
</tr>
<tr>
<td></td>
<td>VR-( m_{\text{b-jets}}^{T,\text{min}} )</td>
<td>( &gt; 5 )</td>
<td>( &lt; 150 )</td>
<td>( &gt; 120 )</td>
<td>( &gt; 400 )</td>
<td>( &gt; 1400 )</td>
<td>( &gt; 200 )</td>
</tr>
<tr>
<td>Region M (Moderate ( \Delta m ))</td>
<td>SR</td>
<td>( \geq 6 )</td>
<td>( &gt; 150 )</td>
<td>( &gt; 160 )</td>
<td>( &gt; 450 )</td>
<td>( &gt; 1800 )</td>
<td>( &gt; 200 )</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>( = 6 )</td>
<td>( &lt; 150 )</td>
<td>-</td>
<td>( &gt; 400 )</td>
<td>( &gt; 1500 )</td>
<td>( &gt; 100 )</td>
</tr>
<tr>
<td></td>
<td>VR-( m_T )</td>
<td>( \geq 6 )</td>
<td>( &gt; 200 )</td>
<td>-</td>
<td>( &gt; 250 )</td>
<td>( &gt; 1200 )</td>
<td>( &lt; 100 )</td>
</tr>
<tr>
<td></td>
<td>VR-( m_{\text{b-jets}}^{T,\text{min}} )</td>
<td>( &gt; 6 )</td>
<td>( &lt; 150 )</td>
<td>( &gt; 140 )</td>
<td>( &gt; 350 )</td>
<td>( &gt; 1200 )</td>
<td>( &gt; 150 )</td>
</tr>
<tr>
<td>Region C (Compressed, small ( \Delta m ))</td>
<td>SR</td>
<td>( \geq 7 )</td>
<td>( &gt; 150 )</td>
<td>( &gt; 160 )</td>
<td>( &gt; 350 )</td>
<td>( &gt; 1000 )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>( = 7 )</td>
<td>( &lt; 150 )</td>
<td>-</td>
<td>( &gt; 350 )</td>
<td>( &gt; 1000 )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VR-( m_T )</td>
<td>( \geq 7 )</td>
<td>( &gt; 150 )</td>
<td>( &lt; 160 )</td>
<td>( &gt; 300 )</td>
<td>( &gt; 1000 )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VR-( m_{\text{b-jets}}^{T,\text{min}} )</td>
<td>( &gt; 7 )</td>
<td>( &lt; 150 )</td>
<td>( &gt; 160 )</td>
<td>( &gt; 300 )</td>
<td>( &gt; 1000 )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.5: Definitions of the Gtt 1-lepton SRs, CRs and VRs of the cut-and-count analysis. All kinematic variables are expressed in GeV except \( \Delta \phi_{\text{min}}^{4j} \), which is in radians. The jet \( p_T \) requirement is also applied to \( b \)-tagged jets.
The SRs of the 0-lepton channel follow a similar strategy to the 1-lepton channel. Background composition studies performed on simulated event samples show that semileptonic $t\bar{t}$ events, for which the lepton is outside the acceptance or is a hadronically decaying $\tau$-lepton, dominate in the SRs. Thus, CRs to normalise the $t\bar{t}+\text{jets}$ background make use of the 1-lepton channel, requiring the presence of exactly one signal lepton. An inverted selection on $m_T$ is applied to suppress overlaps with the 1-lepton SRs. The background prediction is validated in a 0-lepton region, inverting the $M_\Sigma^J$ selection to suppress any overlap with the SRs.

7.6 Semi Data-Driven $t\bar{t}$ Normalization

The main source of background is the production of $t\bar{t}$ events. The third (and fourth) $b$-jet required in the region definitions (section 7.5) can come from

- additional $b$-jets produced in association with a pair of top quarks
- from a $c$-jet
- a $\tau$-lepton decaying to hadrons and a $\nu_\tau$ is mistagged as a $b$-jet

The contribution from $t\bar{t}$ events with a light or gluon jet mistagged as a $b$-jet is sub-dominant but not negligible. In the 0-lepton channel, most of these $t\bar{t}$ events have a $W$ boson decaying leptonically where the lepton is: not reconstructed, outside of acceptance, mis-identified as a jet, or a $\tau$ which decays hadronically. In the 1-lepton channel, the high $m_T$ requirement enhances the contribution from dileptonic $t\bar{t}$ events with one hadronically decaying $\tau$. Additional sources of background are single-top production, $t\bar{t}+W/Z/h$, $W/Z+\text{heavy-flavour jets}$, and diboson production; as already mention in section 4.4.

The strategy used to estimate the $t\bar{t}$ is a semi-data-driven method which relies on the renormalisation of $t\bar{t}$ simulated events in CRs enriched in $t\bar{t}$ background and with low expected yields from the targeted SUSY signals. The definition of these CRs is described in the section section 7.5. The
extrapolation of the $t\bar{t}$ yield renormalized in the CR to the VRs and SRs is performed by a fit based on the profile likelihood method [240, 241]. Each signal region is fitted separately. The free parameter in each fit is the $t\bar{t}$ overall normalization scale, $\mu_{t\bar{t}}$, while the contributions from other background processes are set at the expected value and allowed to vary within their systematic uncertainties. The systematic uncertainties on the expected values are included in the likelihood as nuisance parameters with a Gaussian probability density function and the correlations are taken into account when appropriate. The likelihood function is built as the product of a Poisson probability density function, describing the event counts in each region, and the constraints on the nuisance parameters.

The entire $t\bar{t}$ background is normalized with one single scale factor. The fitted $t\bar{t}$ background is normalized in one CR with the same $b$-tag requiremens as the corresponding SR. Three different likelihood fits can be performed to extract these results:

- **Background-only fit**: Only the CR is used to constrain the fit parameters. Any potential signal contamination is neglected and the number of observed events in the signal regions is not taken into account in the fit.

- **Exclusion fit**: Both CRs and SRs are used to constrain the fit parameters. The signal contribution as predicted by the tested model is taken into account in both regions using an additional free parameter for the non-SM signal strength, constrained to be non-negative, in the likelihood fit. Since the observed event yield in the signal region is used, the background prediction can differ from the prediction on the background-only fit. The exclusion fit configuration was used to produce all the model-dependent limits.

- **Discovery fit**: Both CRs and SRs are used to constrain the fit parameters. A potential signal contribution is considered in the signal regions but neglected in the CRs. This background prediction is conservative since any signal contribution in the CRs is attributed to background and thus yields a possible overestimate of the background in the signal regions. The discovery fit configuration is used to produce upper limits on the visible cross-sections.
Figure 7.26: The value of $\mu_{t\bar{t}}$ and uncertainty, after the background-only fit, for the regions defined in section 7.5.

Figure 7.26 shows the value of $\mu_{t\bar{t}}$ after the background-only fit in all of the SRs of the analysis described in section 7.5. Chapter 8 shows the results of the background-only fit to the VRs and the unblinded SRs. The normalization factor is higher in the 1-lepton regions because of the rising data/MC slope corrected by a kinematic reweighting described in section 7.3. Regions with 4 $b$-tags have a higher normalization because of the data/MC disagreement in the number of $b$-jets, primarily due to the poor modeling in MC.

### 7.7 Systematic Uncertainties

Figure 7.27 summarizes the relative systematic uncertainties in the background estimate for the cut-and-count analysis. These uncertainties arise from the extrapolation of the $t\bar{t}$ normalization obtained in the CRs to the SRs as well as from the yields of the minor backgrounds in the SRs, which are predicted by the simulation. The total systematic uncertainties range from approximately 20% to 80% in the various SRs.
Figure 7.27: Relative systematic uncertainty in the background estimate for the cut-and-count analysis. The individual uncertainties can be correlated, such that the total background uncertainty is not necessarily their sum in quadrature.
7.7.1 Experimental Systematic Uncertainties

The detector-related systematic uncertainties affect both the background estimate and the signal yield. The largest sources in this analysis relate to the JES\textsuperscript{19}, jet energy resolution (JER)\textsuperscript{20} and the $b$-tagging efficiencies and mistagging rates\textsuperscript{21}. The JES uncertainties for the small-$R$ jets are derived from $\sqrt{s} = 13$ TeV data and simulations while the JER uncertainties are extrapolated from 8 TeV data using MC simulations \cite{192}. These uncertainties are also propagated to the re-clustered large-$R$ jets, which use them as inputs. The jet mass scale and resolution uncertainties have a negligible impact on the re-clustered jet mass. The impact of the JES uncertainties on the expected background yields is between 4\% and 35\%, while JER uncertainties affect the background yields by approximately 0–26\% in the various regions.

Uncertainties in the measured $b$-tagging efficiencies and mistagging rates are the subleading sources of experimental uncertainty. The impact of these uncertainties on the expected background yields is 3–24\% depending on the considered region. The uncertainties associated with lepton reconstruction and energy measurements have a negligible impact on the final results. All lepton and jet measurement uncertainties are propagated to the calculation of $E_T^{\text{miss}}$, and additional uncertainties are included in the scale and resolution of the soft term. The overall impact of the $E_T^{\text{miss}}$ soft-term uncertainties is also small. Since the normalization of the $t\bar{t}$ background is fit to data in the CRs, uncertainties in the modeling of this background only affect the extrapolation from the CRs to the SRs and VRs.

\textsuperscript{19}This is calculated by scaling up and down by 1\(\sigma\) the JES provided by the Jet/E$\text{t}_{\text{miss}}$ group within ATLAS.

\textsuperscript{20}This is calculated by smearing the $p_T^{\text{jet}}$ based on the $p_T^{\text{jet}}$ and $\eta$ to account for a possible underestimate of the JER in MC.

\textsuperscript{21}This is calculated by varying the $\eta$, $p_T^{\text{jet}}$, and flavor of each jet, separately for $B$-jets, $C$-jets, and light jets. This leads to three uncorrelated systematic uncertainties.
7.7.2 Theoretical Systematic Uncertainties on Background

The estimation of the background systematic uncertainties is performed by variations of the MC generator parameters and the comparison of various generator predictions. These are summarized in fig. 7.28. The $m^{b\text{jets}}_{T,\text{min}}$ and $\Delta\phi^{4j}_{\text{min}}$ cuts were relaxed in the SRs to allow for enough statistical power in calculating the theory systematics. There are three main sources of fully uncorrelated uncertainties particular to this analysis: the radiation tunes for PYTHIA v6.428, the hadronization and parton showering model, and the generator.\textsuperscript{22}

Hadronization and parton showering model uncertainties are estimated using a sample generated with POWHEG and showered by HERWIG++ v2.7.1 with the UEEE5 underlying-event tune. Systematic uncertainties in the modeling of initial-state radiation (ISR) and final-state radiation (FSR) are explored with POWHEG samples showered with two alternative settings of PYTHIA v6.428. The first of these uses the PERUGIA2012radHi tune\textsuperscript{157} and has the renormalization and factorization scales set to twice the nominal value, resulting in more radiation in the final state. In addition, it has $h_{\text{damp}} = 2m_{\text{top}}$. The second sample, using the PERUGIA2012radLo tune, has $h_{\text{damp}} = m_{\text{top}}$ and the renormalization and factorization scales are set to half of their nominal values, resulting in less radiation in the event. In each case, the uncertainty is taken as the change in the expected yield of $t\bar{t}$ background with respect to the nominal sample. The uncertainty due to the choice of event generator is estimated by comparing the expected yields obtained using a $t\bar{t}$ sample generated with MADGRAPH5_aMC@NLO and one that is generated with POWHEG. Both of these samples are showered with HERWIG++ v2.7.1. The total theoretical uncertainty in the inclusive $t\bar{t}$ background is taken as the sum in quadrature of these individual components.

An additional uncertainty is assigned to the fraction of $t\bar{t}$ events produced in association with additional heavy-flavour jets (i.e. $t\bar{t}+ \geq 1b$ and $t\bar{t}+ \geq 1c$), a process which suffers from large theoretical uncertainties. Simulation studies show that the heavy-flavour fractions in each set of SR, CR and VR, which have almost identical $b$-tagged jets requirements, are similar. Therefore,\textsuperscript{\textsuperscript{22}e.g. how the choice of MC generator affects our predictions}

\textsuperscript{22}e.g. how the choice of MC generator affects our predictions
Figure 7.28: The summary of the calculated theory uncertainties by comparison of generator predictions is shown here. Two different versions are shown, without and with truth $b$-tagging. One of the main problems was obtaining enough statistical power in truth generator samples. Instead of vetoing truth events that do not have enough $b$-tags, one uses truth $b$-tagging which weights each event by the probability for it to have the given $N_{b\text{-jets}}$ requirement (both inclusively and exclusively). Each component of the uncertainty is shown as stacked and the sum in quadrature is overlaid in black. The uncertainty of the systematic is shaded red. The unit is the full size of the uncertainty (i.e. 2 corresponds to a 200% uncertainty).
the theoretical uncertainties in this fraction affect these regions in a similar way, and thus largely cancel out in the semi-data-driven $t\bar{t}$ normalization based on the observed CR yields. The residual uncertainty in the $t\bar{t}$ prediction is taken as the difference between the nominal $t\bar{t}$ prediction and the one obtained after varying the cross-section of $t\bar{t}$ events with additional heavy-flavour jets by 30%, in accordance with the results of the ATLAS measurement of this cross-section at $\sqrt{s} = 8$ TeV [242]. This component typically makes a small contribution (0–8%) to the total impact of the $t\bar{t}$ modeling uncertainties on the background yields, which ranges between 5% and 76% for the various regions. The statistical uncertainty of the CRs used to extract the $t\bar{t}$ normalization factors, which is included in the systematic uncertainties, ranges from 10% to 30% depending on the SR.

Modeling uncertainties affecting the single-top process arise especially from the interference between the $t\bar{t}$ and $Wt$ processes. This uncertainty in fig. 7.29 is estimated using inclusive $WWbb$ events, generated using MadGraph5_aMC@NLO, which are compared with the sum of $t\bar{t}$ and $Wt$ processes. Furthermore, as in the $t\bar{t}$ modeling uncertainties, variations of Pythia v6.428 settings increasing or decreasing the amount of radiation are also used. An additional 5% uncertainty is included in the cross-section of single-top processes [243].

Overall, the modeling uncertainties affecting the single-top process lead to changes of approximately 0–11% in the total yields in the various regions.

Uncertainties in the $W/Z+\text{jets}$ backgrounds are estimated by varying independently the scales for factorization, renormalization and resummation by factors of 0.5 and 2. The scale used for the matching between jets originating from the matrix element and the parton shower is also varied. The resulting uncertainties in the total yield range from approximately 0 to 50% in the various regions. A 50% normalization uncertainty is assigned to $t\bar{t} + W/Z/h$, $t\bar{t}t\bar{t}$ and diboson backgrounds and are found to have no significant impact on the sensitivity of this analysis. Uncertainties arising from variations of the parton distribution functions were found to affect background yields by less than 2%, and therefore these uncertainties are neglected here. Uncertainties due to the limited number of events in the MC background samples are included if above 5%. They reach approximately 20% in regions targeting large mass-splitting.
Figure 7.29: The summary of the calculated theory uncertainties for single top is shown here. Two different versions are shown, without and with truth $b$-tagging. One of the main problems was obtaining enough statistical power in truth generator samples. Instead of vetoing truth events that do not have enough $b$-tags, one uses truth $b$-tagging which weights each event by the probability for it to have the given $N_b$-jets requirement (both inclusively and exclusively). Each component of the uncertainty is shown as stacked and the sum in quadrature is overlaid in black. The uncertainty of the systematic is shaded red. The unit is the full size of the uncertainty (i.e. 2 corresponds to a 200% uncertainty).
7.7.3 Systematic uncertainties on the signal

The signal samples are normalized using the best cross-section calculations at NLO in the strong coupling constant, adding the resummation of soft gluon emission at NLL accuracy [162, 163, 164, 165, 166]. The nominal cross-section and the uncertainty are taken from an envelope of cross-section predictions using different PDF sets and factorization and renormalization scales, as described in [90]. The cross-section of gluino pair-production in these simplified models is $14 \pm 3 \text{fb}^{-1}$ for a gluino mass of 1.5 TeV, falling to $1.0 \pm 0.3 \text{fb}^{-1}$ for 2 TeV mass gluino. This is also summarized in table 4.1.

7.7.4 Other systematic uncertainties

A systematic uncertainty is also assigned to the kinematic correction described in section 7.3. The total size of the correction is used as an uncertainty, and is applied to all simulated event samples for the 1-lepton channel.
Chapter 8

RESULTS

This chapter presents the results and interpretation of the analysis performed in chapter 7. Once a theory has been described (chapter 2), the data collected (chapters 3 and 4) and reconstructed (chapter 5), analyzed and with systematics accounted for (chapter 7), the search regions can be applied to data, compared to monte-carlo signal and background models, and hypothesis testing performed to determine if new physics has been found.

Once the monte-carlo is normalized using a data-driven method (section 7.6), the results need to first be validated in a background-only fit described in section 8.2.1. If there are no significant deviations in the modeling of data in the validation regions, unblinding, section 8.2.2, can happen where data is allowed to fill in the signal regions. Finally, as there is no significant excess observed in the cut-and-count analysis, exclusion limits are set using the CLs method in section 8.3. To wrap up the interpretation, truth acceptances and signal region selection efficiencies are described in section 8.4 for theorists and users who wish to reinterpret the results of the analysis.

8.1 General Likelihood

Here, I try to use consistent notation so that $n_{\text{subscript}}$ refers to observed events, a number corresponding to data yields in the given region, while $s_{\text{subscript}}$ and $b_{\text{subscript}}$ refer to predicted yields for signal and background, respectively, corresponding to yields from monte-carlo simulation in the given region. The exception is for $n_{\text{pred}}$ which refers to the total predicted yield of backgrounds and signal.

$$L(n, \theta^0 | \mu_{\text{sig}}, b, \theta) = P(n_S | \lambda_S(\mu_{\text{sig}}, b, \theta)) \times P(n_{tt} | \lambda_{tt}(\mu_{\text{sig}}, b, \theta)) \times C_{\text{syst}}(\theta^0, \theta)$$  (8.1)
The general likelihood\(^1\) \(L\) (eq. (8.1)) fit of analyses is a product of the Poissonian distributions of event yields in the signal regions and control regions of interest [241, 244]. As the analysis strategy was designed to minimize the signal contamination in the control region, the normalization \(\mu_{t\bar{t}}\) will depend on the amount of signal, \(\mu_{\text{sig}}\). Similarly, because the signal regions are designed to maximize SUSY discovery, this will depend on the amount of background present in the signal regions. This likelihood is used to perform hypothesis testing on the predicted number of events in the signal region described with monte-carlo simulation, \(n_{\text{pred}}\), compared to the observed number of events seen by data. Equation (8.2) describes the number of predicted events \(n_{\text{pred}}\) as a function of number of predicted signal events \(s\), number of predicted \(t\bar{t}\) events \(b_{t\bar{t}}\) scaled by the transfer factor \(\mu_{t\bar{t}}\), and the predicted yields of other backgrounds \(b_{\text{other}}\). \(\mu_{\text{sig}}\) is a binary parameter with \(\mu_{\text{sig}} = 0\) for a background-only fit (no signal models are used) and \(\mu_{\text{sig}} = 1\) for a total fit for discovery or setting exclusion limits. The likelihood describes the the normalization factors for background processes such as \(t\bar{t}\) (using data-driven techniques) as well as the nuisance parameters, \(\theta\), that parameterize the systematic uncertainties, \(\theta \sim (\theta_0, \theta_1, \ldots, \theta_m) \equiv \theta_i\) for the \(m\) systematic uncertainties. Each \(\theta_i\) is a nuisance parameter that continuously interpolates from nominal variation to a systematic variable, such as from \(\theta_i = \theta^0 \equiv 0 \rightarrow \pm 1\) for \(\pm 1\sigma\) variations\(^2\). Systematics can kill an experimental observation if they are not under control. In the limit of large numbers, the significance of an observation is \(S/\sqrt{B}\). In the presence of systematics, this significance is smaller. For example, if there is a systematic uncertainty \(\theta_B\) on the background, the significance becomes something like \(S/\sqrt{B(1 + \theta_B^2B)} \rightarrow S/B\theta_B\) in the limit of large background, and so a large systematic uncertainty can make it difficult if not impossible to achieve a significant observation. And finally, \(\lambda_i\) are part of Poissonian expectations that are functions of the background predictions and the systematics, the normalization factor for background processes, and \(\mu_{\text{sig}}\) [244] as shown in eq. (8.3).

\[
n_{\text{pred}} = \mu_{\text{sig}}s + \mu_{t\bar{t}}b_{t\bar{t}} + b_{\text{other}}
\] (8.2)

\(^1\)Also referred to as the “extended maximum likelihood fit”.

\(^2\)One standard deviation.
\[ P(k|\lambda) = \frac{\lambda^k e^{-\lambda}}{k!} \]  

(8.3)

Systematic uncertainties are included in this likelihood through the probability density function \( C_{\text{syst}} \) which describes the variations of \( \theta \) around \( \theta^0 \). Changes in the nuisance parameters are described by \( \lambda_s \) and \( \lambda_i \), the functions that predict signal and background. If each systematic is described by a Gaussian with \( \sigma = 1 \), the probability density function \( C_{\text{syst}} \) can be written as in eq. (8.4)

\[ C_{\text{syst}}(\theta^0, \theta) = \prod_{\text{all systematics}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(\theta^0 - \theta)^2}. \]  

(8.4)

8.2 Background-only Fit

8.2.1 Validation

In order to verify that our normalization in section 7.6 is well-modeled, validation regions are defined in a way to minimize the contribution from signal while remaining orthogonal to control regions to suppress any effects of cross-correlation. This procedure is done using something called a background-only fit [241] which propagates the estimate of the \( t\bar{t} \) normalization factor, \( \mu_{t\bar{t}} \), to the corresponding validation and signal regions, allowing us to predict the background event yields in the validation regions and signal regions. As the background-only fit only uses the control regions in the fit, this allows for external groups to use the background-only fit results to perform hypothesis testing on an entirely different untested signal model not studied by the current analysis. This procedure is known as reinterpretation [238].

Figure 8.1 shows the results of the background-only fit to the control regions, extrapolated to the validation regions for the cut-and-count analysis. The number of events predicted by the background-only fit is compared to data in the upper pannel. The pull, \( \chi \), (eq. (8.5a)), defined by
the difference between the observed number of events, \( n_{\text{obs}} \), and the predicted background yield, \( n_{\text{pred}} \), divided by the total uncertainty, \( \sigma_{\text{tot}} \) is shown for each region in the lower panel. The total uncertainty is the total systematic uncertainty on the background prediction, \( \sigma_{\text{pred}} \) (described in section 7.7), added in quadrature to the Poissonian variation on the expected number of background events, \( \sigma_{\text{stat, exp}} \). On average, if the pulls for all validation regions are negative (positive), the data is overestimated (underestimated) and the background model needs to be corrected.

Figure 8.1: Results of the background-only fit extrapolated to the validation regions of the cut-and-count analysis. The \( t\bar{t} \) normalization, \( \mu_{t\bar{t}} \), is obtained from the fit to the control regions shown in fig. 7.26. The upper panel shows the observed number of events and the predicted background yield. All uncertainties are included in the uncertainty band. The background category \( t\bar{t} + X \) includes \( t\bar{t} + W/Z \), \( t\bar{t} + H \) and \( t\bar{t} \) \( t\bar{t} \) events. The lower panel shows the pulls in each validation region.

\[
\chi \equiv \text{pull} = \frac{n_{\text{obs}} - n_{\text{pred}}}{\sigma_{\text{tot}}} \tag{8.5a}
\]
\[
\sigma_{\text{tot}} = \sigma_{\text{pred}} \otimes \sigma_{\text{stat, exp}} \tag{8.5b}
\]
8.2.2 Unblinding

As seen in section 8.2.1, none of the pulls exceed $2\sigma^3$ which indicates no significant mismodeling. Given the successful validation, one proceeds to look at the background-only fit in the signal regions, unblinded, which means to include observations (data) as well. The analysis is initially blinded to minimize bias towards region definitions, and through a formal procedure within ATLAS, an analysis can go through approval to unblind. The event yields in the unblinded signal regions for the cut-and-count analysis is shown in fig. 8.2 where the pull (eq. (8.5a)) is shown for each region in the lower panel. The background is dominated by $t\bar{t}$ in all signal regions. For 0-lepton regions, the subdominant background is $Z(\to \nu\nu)+\text{jets}$ and $W(\to \ell\nu)+\text{jets}$\(^4\). For the 1-lepton regions, the subdominant background is single-top, $t\bar{t}W$, and $t\bar{t}Z$. No significant excess is found above the predicted background. Table 8.1 shows the observed and predicted number of events from the background-only fit in the Gtt 0-lepton and 1-lepton regions for the cut-and-count analysis. The central value of the fitted background is, in general, larger than the MC-only prediction. This is primarily due to an underestimation of the cross-section of $t\bar{t}+\geq 1b$ and $t\bar{t}+\geq 1c$\(^5\).

8.3 Limits

Since there is no significant excess over the expected background from Standard Model processes, the data is included in an exclusion fit to derive one-sided upper limits at 95% Confidence Level (CL). The limits are calculated using the CL\(_s\)\(^5\) prescription \([240]\). In particular the CL\(_s\) method is derived from the probability density functions of $-2\ln(Q)$ with $Q$ being the ratio of likelihoods (eq. (8.1)) for the two hypotheses of interests for the exclusion test \([245]\) in eq. (8.6). As a consequence of the Neyman-Pearson lemma \([246]\), if $H_0$ is the null hypothesis (background-only) and $H_1$ is the alternate hypothesis (signal + background), then the most powerful statistic one can

---

\(^3\)Remember, 95% CL.

\(^4\)Because these are subdominant in the 0-lepton regions, the lepton is either an unidentified electron, muon, or a hadronically-decaying $\tau$ lepton.

\(^5\)This has an unfortunate name.
Figure 8.2: Results of the background-only fit extrapolated to the unblinded signal regions of the cut-and-count analysis. The $t\bar{t}$ normalization, $\mu_{t\bar{t}}$, is obtained from the fit to the control regions shown in fig. 7.26. The data in the signal regions are not included in the fit. The upper panel shows the observed number of events and the predicted background yield. All uncertainties are included in the uncertainty band. The background category $t\bar{t} + X$ includes $t\bar{t} + W/Z$, $t\bar{t} + H$ and $t\bar{t} t\bar{t}$ events. The lower panel shows the pulls in each signal region.
Table 8.1: Results of the background-only fit extrapolated to the Gtt zero and one lepton signal regions in the cut-and-count analysis, for the total background prediction and breakdown of the main background sources. The uncertainties shown include all systematic uncertainties. The data in the signal regions are not included in the fit. The background category $t\bar{t} + X$ includes $t\bar{t}W/Z$, $t\bar{t}H$, $t\bar{t}t$ events. The row “MC-only background” provides the total background prediction when the $t\bar{t}$ normalization is obtained from a theoretical calculation [168].
construct is the likelihood ratio in eq. (8.6). Both hypotheses can be parameterized by $\mu_{\text{sig}}$ such as $h = \mu_{\text{sig}}s + b$ where a background-only hypothesis corresponds to $\mu_{\text{sig}} = 0$, and a signal+background hypothesis corresponds to $\mu_{\text{sig}} = 1$.

$$Q \equiv \frac{L(s + b)}{L(b)}.$$ (8.6)

To illustrate how the CL$_{s}$ method works, I refer to fig. 8.3 where blue corresponds to a background and red corresponds to the background+signal, both are poisson distributed with the given means. In the context of this example, a likelihood for observing $n_{\text{obs}}$ events in data with a hypothesis is defined as $p(n_{\text{obs}}|\text{hypothesis})$. $p(10|b) = 0.014$ (shaded blue). A p-value, $p_{b}$, corresponding to this is the probability of a future measurement with $n \geq n_{\text{obs}}$ for the background-only hypothesis ($\mu_{\text{sig}} = 0$) used to quantify a discovery, an excess of events over the background expectation. For the signal+background hypothesis $p(10|s + b) = 0.583$ (shaded red). Similarly, a p-value, $p_{s+b}$, corresponding to this is the probability of a future measurement with $n \leq n_{\text{obs}}$ for the signal+background hypothesis. These are formally summarized in eq. (8.7a).

$$p_{s+b} = \int_{-\infty}^{N_{\text{obs}}} \text{Poisson}(q(\mu_{\text{sig}} = 1))dN$$ (8.7a)

$$p_{b} = \int_{N_{\text{obs}}}^{\infty} \text{Poisson}(q(\mu_{\text{sig}} = 0))dN$$ (8.7b)

The convention in ATLAS is to then define the upper limit as the point at which $p_{s+b} = 0.05$. Signal models with $p_{s+b} > 0.05$ are excluded at the 95% CL while signal models with $p_{s+b} < 0.05$ are not excluded. This definition of $p_{s+b}$ is reasonable for setting limits, given the assumption that

---

6Note the inverted integral here!

7One can imagine, for the provided example here, signal models as being more poisson distributions with $\mu > 10$, such as for $\mu = 15, 20, \ldots$. As these get further and further away from the observed value, it becomes a matter of identifying which value of $\mu$ (by interpolation) is the limit at which you cannot exclude the distribution anymore; e.g. to fail to reject the null hypothesis.
observed data is at least consistent with background. However, if observed data has a downward fluctuation with respect to the background expectation, then one can exclude a signal model with $\mu_{\text{sig}} = 0$, as well as all signal models for $0 < \mu_{\text{sig}} < 1$! Going back to fig. 8.3, but instead setting $n_{\text{obs}} = 1$ (below background), one will find that $p_{s+b} = 0.04$ for $\mu_{\text{sig}} \sim 0$ which produces artificially strong limits at 95% CL!

![Example Poissonian probability density functions](image)

**Hypothesis Testing**

- **Background-Only, $\mu = 5$**
- **Signal+Background, $\mu = 10$**

Figure 8.3: Example Poissonian probability density functions for background (blue) and signal+background (red) hypotheses for 10 observed events (black line). In this example, $p(10|b) = 0.018$ and $p(10|s + b) = 0.125$. The observed data is more likely under the $s + b$ hypothesis than background-only.
In order to place limits on new physics and solve the problem of data with a downward fluctuation with respect to data, a new quantifier, called \( CL_s \), incorporates \( p_{s+b} \) but uses \( p_b \) to regulate the behavior of \( n_{\text{pred}} \) compared to predicted \( b \) as shown in eq. (8.8)

\[
CL_s = \frac{p_{s+b}}{1 - p_b} = \frac{CL_{s+b}}{CL_b}.
\] (8.8)

The \( CL_s \) value is used to set exclusion limits on specific models [245]. Equation (8.6) is a simplified form of this likelihood. The LHC standard is the profile likelihood from the Neyman-Pearson lemma [246] in eq. (8.9) where \( \hat{\mu}, \hat{\theta} \) are computed to maximize the likelihood function, \( \hat{\theta} \) is calculated to maximize the likelihood function for the particular \( \mu \). This new definition allows us to consider the hypothesis testing as comparing the compatibility of data with signal and background with respect to just background alone.

\[
q(\mu_{\text{sig}}) = -2 \ln \left( \frac{L(\mu, \hat{\theta})}{L(\hat{\mu}, \hat{\theta})} \right).
\] (8.9)

Note that the Neyman construction of parameter estimation can be rather cumbersome. There are two observables, \( n \) and \( b \), and two possible true values, \( s\mu, \hat{b} \). For each \( \mu \), the maximum likelihood estimator of \( \theta \) is found, \( \hat{\theta}(s\mu, n) \). However, as this procedure is remarkably computationally intensive, an approximation can be done by fixing \( \hat{\theta}(s\mu, n_{\text{obs}}) \) to reduce the dimensionality. Another useful feature of eq. (8.9) is that in the limit of large \( N \) (asymptotic or Asimov approximation), this can be evaluated analytically [240]. If this wasn’t the case, this sort of determination would be computationally unfeasible due to the large number of systematics and signal model variables one needs to evaluate. Within ATLAS, it is convention to use the 95% CL, so that we exclude signal models with \( CL_s < \alpha = 0.05 \). For each the signal model being considered (fig. 7.1) and as described in section 2.2.2, each signal point is parameterized by the mass of the gluino, \( \tilde{g} \), and the lightest supersymmetric particle, \( \tilde{\chi}_1^0 \). For each signal point, an exclusion fit is performed and the \( CL_s \) is calculated. Those with \( CL_s < 0.05 \) are excluded at the 95% CL. The last point of
contention is to statistically combine the 0-lepton and 1-lepton regions to maximize the sensitivity. Each signal point will have six regions of CLs computed, three for 0-lepton (boosted, moderate, compressed) and three for 1-lepton. For each region, model-dependent limits have been drawn and are shown in appendix G. The signal region that provides the smallest CLs at each signal point is chosen and collected into a “Gtt combination” plot shown in fig. 8.4. The ±1σSUSY lines around the observed limits are obtained by changing the SUSY cross-section by one standard deviation. The yellow band around the expected limit shows the ±1σ uncertainty, including all statistical and systematic uncertainties expect the theoretical uncertainties in the SUSY cross-section. Compared to the previous results [247], the gluino mass sensitivities of the current search (assuming massless \( \tilde{\chi}_1^0 \)) has improved by 450 GeV. Gluinos with masses below 1.97 TeV are excluded at the 95% CL for \( \tilde{\chi}_1^0 \) masses below 300 GeV.

The simplified model does make some explicit assumptions that may end up not being physical, however it is useful to frame the results of the search and its exclusion limits in the context of other searches performed in fig. 8.5 for both the ATLAS and CMS collaborations that set limits in the \((\tilde{g}, \tilde{\chi}_1^0)\) mass plane. The results of the search described in this analysis is shown in magenta for the ATLAS summary plot.

### 8.4 Signal Acceptances and Experimental Efficiencies

These last set of plots I have made for HEPData [262] which allows for theorists and reinterpretation of existing searches by including measurements, cutflows, and efficiencies for the selections in an analysis. Two such examples of this data are the reconstruction efficiencies and the detector acceptance of the signal models that we considered for this analysis. At a truth level, the signal acceptance provides a way to quantify what portion of the signal one can measure with a perfect detector for our selections, which is evaluated at a truth level using truth information in monte-carlo simulations. At a reconstruction level, the efficiency, really a detector acceptance \( \otimes \) selection efficiency, quantifies the impact of the detector and our selections on the signal efficiency. So by
Figure 8.4: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure 8.5: [248, 249] Exclusion limits at 95% CL based on 13 TeV data for (a) ATLAS and (b) CMS in the ($\tilde{g}, \tilde{\chi}_1^0$) mass plane for different simplified models featuring the decay of the gluino to the lightest supersymmetric particle (lightest neutralino or gravitino) either directly or through a cascade chain featuring other SUSY particles with intermediate masses. For each line, the gluino decay mode is reported in the legend, along with the arXiv reference, and it is assumed to proceed with 100% branching ratio. Some limits depend on additional assumptions on the mass of the intermediate states, as described in the references provided in the plot (ATLAS [250, 180, 251, 252, 253, 254, 255]; CMS [256, 257, 258, 259, 260, 261]). The search presented in this thesis is shown in magenta for ATLAS.
evaluating these two forms, one can calculate the signal acceptance (truth), signal acceptance $\otimes$ efficiency (reconstruction), and divide the two to get a signal efficiency (incorporation reconstruction and truth) which quantifies the impact of the detector on our signal models. Figure 8.6 shows the three different plots for the 0-lepton boosted signal region selection. As seen towards the bottom right of the signal efficiency, the boosted regime suffers from a lower detector efficiency than in a more resolved region, motivating the need for detector-level improvements for boosted objects, such as the gFEX trigger upgrade I work on. See appendix H for the full set of plots.

One potential complication is the fluctuations that are present because the analysis imposes very tight selections which can cause signal efficiencies $> 100\%$. For example, the $b$-tagging algorithm described in section 5.2 does mis-tag light jets and $c$-jets as $b$-jets, but at a very reduced rate. Because our analysis requires at least three $b$-jets and the tight selections push it into extreme regions of the phase-space, the impact of mis-tagged jets is more amplified. In this case, the mis-tagging at the reconstruction level will artificially inflate the acceptance $\otimes$ efficiency compared to the truth level, where there is no mis-tagging. Dividing the truth level from the reconstruction level to get a signal efficiency can create an efficiency $> 100\%$. 
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Figure 8.6: For the Gtt 0-lepton boosted region, (a) signal acceptance at truth level, (b) signal acceptance \( \times \) efficiency at the reconstruction level, and (c) calculated signal efficiency are shown in the \((\tilde{g}, \tilde{\chi}_1^0)\) mass plane. The z-axis represents the value of each bin in units % with 0% being yellow, and 100% (25% for acceptance) being green.
Chapter 9

UPGRADE STUDIES

This chapter provides a summary of the preliminary upgrade studies I have performed on gFEX, an upgrade project introduced in section 4.2.1.

The gFEX [177] subsystem of the ATLAS L1Calo trigger is one of several modules designed as part of the Phase-I upgrade [176] to maintain trigger acceptance against increasing LHC luminosity in Run 3 (2021) and beyond. It is designed to enhance the selectivity of the L1 trigger and increase sensitivity to key physics channels, such as identifying boosted tops in the final state, a focus of this thesis analysis. A key feature of gFEX is that the entire calorimeter is available in a single module, which enables the use of algorithms that can scan the entire $\eta$ range of the calorimeter, especially for calculating event-level observables. One of these full-scan algorithms can identify boosted hadronic topologies that are characteristic of new physics scenarios. For example, a gFEX trigger algorithm can capture the entire decay of a top quark which, under a Lorentz-boosted topology, shower over a large area without any significant local energy deposits in a limited region of interest. Finally, the architecture of gFEX permits event-by-event local pile-up suppression, providing robust observables which reduced pile-up dependencies.

This chapter provides an overview of trigger analysis studies performed with the instrumentation upgrade that I have been involved with, gFEX. First, a strong physics motivation is described and how gFEX can potentially contribute to the trigger upgrades in section 9.1. The gFEX reconstruction algorithm used in the following studies is described in section 9.2. Next, section 9.3 discusses the necessary background to read and understand turn-on curves. A turn-on curve allows us to parameterize a given trigger in terms of the efficiency of selecting offline reconstructed objects. Once the necessary background is in place, a few preliminary studies (section 9.4) are shown, with lots of room for future improvement and continuation.
9.1 Motivating gFEX

Let's suppose, for example, we are performing a search for $Z'(\rightarrow t\bar{t})$ by identifying its decay products as shown in fig. 9.1. A jet is clustered from calorimeter clusters shown as black dots in the event display. Subjets are formed from topoclusters associated with the jet using the C/A algorithm with $R = 0.2$. The initial state radiation (blue) can contribute significantly to the amount of pile-up energy in this jet and reducing the resolution of measuring the jet. Finally, a black circle is drawn to help visualize the size of the $R = 1.0$ anti-$k_t$ jet for the event while a purple rectangular box shows the size of the sliding window used in the Level-1 trigger algorithms online. As the $Z'$ has a large amount of mass, the decay products ($t\bar{t}$) will have a significant Lorentz boost which makes it possible to observe the full top quark decay within a large-$R$ jet.

Figure 9.1: [263] Illustration of a simulated large radius anti-$k_t$ jet, with $R = 1.0$ from a top quark produced in a $Z' \rightarrow t\bar{t}$ decay with $m_{Z'} = 1.75$ TeV. The (a) event display and (b) parton shower history for an example decay. Subjets are identified by a particular color in the event display: W boson (red), $b$-jet (green), top radiation (yellow), and initial state radiation (blue). Shown is a black circle representing the size of the $R = 1.0$ anti-$k_t$ offline jet that is clustered and can capture the full information of the top decay and a dashed, purple rectangular window of size $0.8 \times 0.8$ representing the L1 trigger sliding window algorithm for identifying energy above a fixed threshold.

As you’ve read about in chapters 2 and 7, high $p_T$ Lorentz-boosted top quarks, $W/Z/h$ bosons, and exotics are critical elements of the ATLAS physics program. As described in chapter 4, moving to an
environment with more luminosity and more pile-up energy density will cause the trigger thresholds to go up to manage rates. gFEX is one of a series of instrumentation upgrades that will enable us to control the rates, while still being able to maintain an efficient trigger for such programs. As it’s been made clear in fig. 9.1, the current Level-1 trigger uses a small sliding window which becomes inefficient for jets that decay over a larger area, exactly like the reconstructed objects I search for in this thesis analysis. Figure 9.2 shows the jet mass distribution for different physics processes: $t\bar{t}$, $W/Z+$jets and single top for Lorentz-boosted jets. A top quark, with $p_T > 350$ GeV will have approximately a size parameter $R \sim 2 \frac{m}{p_T}< 1.0$ and can be fully captured in a large-$R$ jet. The white shows a fully-contained top inside an $R = 1.0$ anti-$k_t$ jet that peaks around the mass of the top quark. A non-fully contained top has peaks around the invariant mass of the two quarks from the hadronic $W$-boson decay and the invariant mass of the $b$-jet and one of the quarks from the hadronic $W$-boson decay.

This gives rise to the concept of substructure, which talks about a hadronic top quark being a three-pronged decay, while a hadronic $W$-boson is a two-pronged decay. As seen from the leading jet mass in fig. 9.2, the mass of a jet indicates a measure of the amount of substructure inside. So if a jet with sufficient energy decays over too large of an area, the Level-1 trigger will not fire, it cannot capture the full energy of the jet, and this sliding window algorithm is therefore inefficient for jets with significant substructure. In the next sections, we’ll explore trigger studies and quantify the efficiency of the gFEX trigger compared to the Level-1 trigger for jets with substructure.

9.2 gFEX Algorithms

9.2.1 The reconstruction algorithm

The reconstruction algorithm is very primitive right now. Below, we provide a step-by-step process of how the jet is reconstructed. For each event
Figure 9.2: [264] Jet mass for leading $p_T$ anti-$k_T$ trimmed jets with $R = 1.0$, $|\eta| < 1.2$, and $p_T > 350$ GeV. Here, “contained” refers to events having a hadronically-decaying top quark $t$ with collimated daughter particles at the truth level (all three daughter quarks $q_i \equiv bq\bar{q}$ satisfy $\Delta R(q_i, t) < 1.0$). The shaded band represents the bin-by-bin statistical uncertainty in monte-carlo simulation.
1. Filter the gTowers to only use those that pass a fixed $E_T$ threshold. These are used to seed the algorithm.

2. For each seed, grab the gTowers around the seed satisfying

$$\Delta R \leq X$$  \hspace{1cm} (9.1)

or, in other words, a circle of radius $\Delta R$ centered around the seed.

3. We use ROOT’s TLorentzVector class and add up the 4-vectors for all gTowers to the seed and use this to create our trigger object centered at the seed’s geometric $\eta, \phi$.

$$E_{\text{object}} = E_{\text{seed}} + \sum_{\text{towers around seed}} E_{\text{tower}}$$  \hspace{1cm} (9.2)

Unless otherwise specified, large-R ($R = 1.0$) objects are the primary focus of this study, and the gFEX trigger. The area of a trigger jet is defined as the sum of the area of the gTowers included in the jet.

### 9.2.2 The Offline-Trigger Object Pairing Algorithm

In order to pair our objects, to help us understand how well our algorithm works with respect to a reference, such as offline reconstructed jets, we need to be able to match our reconstructed trigger objects with their corresponding offline reference object. For an event,

1. For each offline object - filter out the trigger objects so only trigger objects satisfying

$$\Delta R \leq X$$  \hspace{1cm} (9.3)

2. From the “distance”-filtered trigger objects, identify the object with the highest $E_T$ and use this as the offline event’s paired object.
A typical cut is to apply $\Delta R < 1.0$ for reconstructed, isolated offline jets as gTowers are often colocated with the energetic jets as seen in fig. 9.3. A tighter $\Delta R$ cut can be applied if multiple energetic objects are within proximity of the leading offline jet, but these substructure-based studies will be discussed in section 9.4.3.

Figure 9.3: A distribution of the angular variable $\Delta R$ between the leading jet in the event and the leading gTower in the event for monte-carlo simulated $t\bar{t}$ samples with $\langle \mu \rangle = 80$ at a center-of-mass energy of $\sqrt{s} = 14$ TeV. A majority of towers are found within $\Delta R < 1.0$ of the reconstructed, isolated offline jet in the event.

9.2.3 Event Displays

Figures 9.4 to 9.6 show example event displays for the (a) offline, reconstructed jets in the event, the (b) trigger jets formed from the reconstruction algorithm, and (c) the gTowers in the event for a $t\bar{t}$ monte-carlo simulated sample with center-of-mass energy $\sqrt{s} = 13$ TeV.
(a) offline jets

Figure 9.4: A canonical example that demonstrates the algorithms in the preceding subsections.
(b) trigger jets

Figure 9.4: A canonical example that demonstrates the algorithms in the preceding subsections.
Figure 9.4: A canonical example that demonstrates the algorithms in the preceding subsections.
Figure 9.5: No gTowers were found for the given threshold of 20 GeV.

(a) offline jets

(b) trigger jets

Figure 9.5: No gTowers were found for the given threshold of 20 GeV.
Figure 9.5: No gTowers were found for the given threshold of 20 GeV.

9.3 Efficiency of Triggers

Turn-on curves are one of the fundamental ways to quantify a trigger. One of the primary goals of the trigger is to maintain a high efficiency for offline reconstructed objects, based on how the trigger itself was designed. The calculation follows the formula eq. (9.4) where $N_{\text{offline}}$ describes the distribution of offline objects before a trigger selection (subscript naught) and after a trigger selection (subscript $\mathcal{T}$).

$$\varepsilon_T = \frac{N_{T_{\text{offline}}}}{N_{0_{\text{offline}}}} \tag{9.4}$$

In terms of a technical implementation, you can generate a histogram of offline, reconstructed, leading jet $p_T$ and then apply the trigger selection, and divide the two distributions bin-by-bin. This approach is known as the differential approach as it divides in exclusive bins. An integral
Figure 9.6: Overlapping gTowers with $E_T > 20$ GeV showing that even a crude version of a clustering algorithm is still able to identify at least two jets at almost identical locations.
Figure 9.6: Overlapping gTowers with $E_T > 20$ GeV showing that even a crude version of a clustering algorithm is still able to identify at least two jets at almost identical locations.
Figure 9.6: Overlapping gTowers with $E_T > 20$ GeV showing that even a crude version of a clustering algorithm is still able to identify at least two jets at almost identical locations.
approach, as the name suggests, divides the cumulative versions of the histograms, bin-by-bin. In gFEX, a typical turn-on curve compares a selection using trigger objects such as gTowers, gBlocks against the offline, reconstructed, jets. Let’s take an illustrative example with distributions shown in fig. 9.7, where dividing each trigger-selected distribution (b-d) by the one with no trigger selection (a) produces familiar turn-on curves fig. 9.8.

Figure 9.7: Example distributions of reconstructed, uncalibrated, leading, anti-
\[ k_t \] R = 1.0 offline jet \( p_T \) (a) without a trigger selection applied and (b-d) a requirement on the leading gTower \( E_T \). Offline jets are matched to the leading gTower in an event, so this amounts to an event-level trigger selection. The y-axis is the number of events. Turn-on curves from dividing each trigger-selected distribution by the denominator (no selection) is shown in fig. 9.8.

Each turn-on curve can be parameterized, or quantified, by two numbers: the resolution and the plateau location. The resolution of a turn-on curve is a measure of how sharply it “turns on”. A trigger with better resolution turns on more sharply, therefore, the width of the turn-on region is smaller, and this is a good proxy for the resolution. The plateau location is the position along the x-axis where the turn-on reaches large efficiency, typically 95% efficiency. The quantification of turn-on curves allows one to be able to quickly visualize the performance of different trigger selections with two numbers that fully describe the turn-on. Figure 9.9 shows an example of three different turn-on curves, part of a study described more later in section 9.4, to demonstrate how the quantification of the resolution and the plateau can help compare trigger efficiencies. This quantification is useful as one is not easily able to see which of the three curves (red, blue, green) have the best resolution.

So now that the foundation is laid out, fig. 9.10 shows the gFEX trigger using a \( t\bar{t} \) monte-carlo simulated sample in a center-of-mass energy \( \sqrt{s} = 14 \text{ TeV} \) which is expected for Run 3. There are two colors representing the two different triggers, red for the inclusive gFEX jet trigger and
Figure 9.8: Example turn-on curves of reconstructed, uncalibrated, leading, anti-\(k_T\) \(R = 1.0\) offline jet \(p_T\) with a requirement on the leading \(g\text{Tower } E_T\). Offline jets are matched to the leading \(g\text{Tower}\) in an event, so this amounts to an event-level trigger selection. The \(y\)-axis is the efficiency of the trigger. These curves were calculated from distributions in fig. 9.7.
Figure 9.9: Example turn-on curves of different triggers to understand the impact of changes in the gFEX jet reconstruction algorithms for monte-carlo simulated $t\bar{t}$ events with center-of-mass energy $\sqrt{s} = 14$ TeV, requiring the leading trigger jet to have $p_T > 140$ GeV. The gFEX jet reconstruction algorithm is seeded by a 15 GeV gTower to form gFEX trigger jets. The green curve represents the efficiency of this standard reconstruction. The red curve represents the efficiency of the trigger jets, after they have been corrected for estimated pile-up energy density in the event, described more in section 9.4.1. Because there was an observed shift in the location of the trigger curve, the blue curve represents the efficiency using uncorrected trigger jets, but tightens the trigger selection from 140 GeV to 240 GeV (a shift of 98 GeV), to closely match the location of the red curve and understand the impact on the resolution of the trigger. Each turn-on curve is parameterized by the resolution $w$ and the plateau $x_{0.95}$: green is $(w, x_{0.95}) = (31.1, 179.3)$, blue is $(w, x_{0.95}) = (40.7, 299.4)$, and red is $(w, x_{0.95}) = (53.9, 316.8)$. 

\[ \sqrt{s} = 14 \text{ TeV} \quad \langle \mu \rangle = 80 \]
\[ E_T^{\text{seed}} > 15 \text{ GeV} \]
\[ E_T^{\text{tower}} > 0 \text{ GeV} \]
\[ \rho(E_T^{\text{tower}} < 6 \text{ GeV}) \]
\[ \text{Shift: 98.0478} \]
blue for the L1 inclusive jet trigger. For each color, there are three curves with different marker shapes representing the number of reconstructed subjets on the isolated, offline reconstructed jet matched to the corresponding trigger jet. Circles are offline jets with a single subjet, squares are offline jets with two subjets, and triangles are offline jets with three or more subjects. As also shown in fig. 9.2, the number of subjets in the offline reconstructed jet corresponds very well with the particular physics process, such as a top quark hadronic decay or a hadronic W-boson decay. Therefore, one can think of circle markers representing dijet events, square markers representing hadronic W-bosons, and triangles representing top quarks. For an offline jet with a single subjet, both the L1 trigger and gFEX triggers have similar resolution\(^1\) with a similar 99% plateau point\(^2\) around 200 GeV. So the gFEX matches the behavior of the L1 trigger. When requiring that the offline jet has two or more subjets, the gFEX trigger is able to maintain the same resolution with the same plateau location, while the L1 trigger sees degraded performance. To put this in context for a physics analysis that depends on an inclusive jet trigger, using the L1 trigger L1_J100 would require the offline, \(R = 1.0\) anti-\(k_t\) jets to have \(p_T > 200\) GeV to stay in the region of a fully-efficient trigger, provided that the jet has one subjet. If the jet has more substructure, a significantly tighter cut of \(p_T > 500\) GeV needs to be applied just to stay in the region of a fully-efficient trigger. Jets in a moderately boosted regime, from \(p_T > 200–500\) GeV would not be efficiently selected by the current L1 trigger, but would be covered by the proposed gFEX trigger. These jets are crucial to physics programs, such as the analysis search presented in this thesis.

\(^1\)The resolution is determined by the width of the slope of the turn-on curve. A sharper turn-on curve indicates better offline resolution.

\(^2\)On a turn-on curve, one identifies the plateau by the \(x\)-value such that the efficiency is approximately 99%. A trigger with a lower plateau is more preferred as it reduces the selections needed to be applied on the offline object.
Figure 9.10: [265] Per-jet efficiency turn-on curves in Monte Carlo (MC) simulation for multiple Phase I upgrade Level-1 jet trigger options. A global feature extraction (gFEX) reconstruction algorithm (closed red markers, left) from the TDAQ Phase I Upgrade Technical Design Report (TDR) [175] with a 140 GeV threshold is compared to full simulation of the Run I Level-1 calorimeter jet trigger (open blue markers, left and right) with a 100 GeV threshold. The gFEX reconstruction implements a simple seeded cone algorithm with a nominal radius of \( R = 1.0 \) and with a seed selection of 15 GeV applied to calorimeter towers with area \( 0.2 \times 0.2 \) in \( \eta \times \phi \). The 140 GeV gFEX trigger threshold is chosen to match the \( \text{L1}_J100 \) single subjet turn-on curve. Pair-produced top quark monte-carlo simulation samples are simulated with a pile-up level equivalent to an average number of interactions per bunch-crossing \( \langle \mu \rangle = 80 \). For each algorithm, the efficiency curves are shown as a function of the offline trimmed anti-\( k_t \) \( R = 1.0 \) jet \( p_T \) with different offline subjet multiplicities. The trimming parameters specify that any subjets with a \( p_T \) fraction of the original jet less than 5% are to be discarded. The subjets are defined using the \( k_t \)-clustering algorithm with a nominal radius parameter of \( D = 0.3 \). For subjet counting, the subjets are required to have a subjet \( p_T > 20 \) GeV. The offline trimmed jets are required to be isolated from any other offline jet by at least a radial distance of \( \Delta R > 2.0 \) rad and to be within the pseudorapidity range \( |\eta| < 2.5 \). The turn-on curves measure per-jet efficiencies after requiring a that the the Level-1 gFEX jet be within \( \Delta R < 1.0 \) of the offline trimmed jet.
9.4 gFEX Studies

9.4.1 Pile-up Energy Density Calculations

As described in ????, pile-up energy density is an important quantity to estimate for events at the LHC where one can expect to see many interactions per bunch crossing as well as in the future of the LHC program, the HL-LHC, which could see up to 200 interactions! Being able to estimate pile-up at the trigger level is crucial for gFEX jet reconstruction and having this quantity calculated as early as possible in the collision helps downstream algorithms, such as those in the HLT perform more efficiently. This section describes a series of studies performed in order to estimate the offline pile-up in gFEX, which I will call online pile-up.

A hardware consideration is the latency constraints described in table 4.2 which only allow up to five bunch crossings to run algorithms on gFEX. While the pileup calculation done offline uses a median-based approach, gFEX does not have enough time to sort 1284 gTowers in order to compute the pile-up. It also does not have enough time to form trigger jets and calculate pile-up using those jets. However, all is not lost, as a truncated-mean-based approach can work. This is described in eq. (9.5) which only considers pileup by summing gTowers below a particular energy threshold.

\[
\rho_{\text{online}} = \text{mean} \left\{ \frac{E_T^i}{\text{area}_i} \right\}, \forall i \in \text{gTowers with } E_T < X \text{GeV} \tag{9.5}
\]

Figure 9.11 shows some distributions made for a study to explore the truncated-mean-based approach described in eq. (9.5) with two upper thresholds at 3 GeV and 6 GeV. Various upper thresholds were studied in steps of 1 GeV from 1 GeV to 15 GeV and two are chosen to be shown. The red curve corresponds to using all gTowers, the teal and magenta curves are for the negative and positive central region respectively, and the gold and black are for the negative and positive forward region respectively.

Figure 9.12 shows the first of these successful studies demonstrating the efficacy of the truncated-
mean-based calculation of online $\rho$ using central\(^3\) gTowers for two different monte-carlo simulated samples. Both samples have an average interaction per crossing $\langle \mu \rangle = 80$ at center-of-mass energy $\sqrt{s} = 14 \text{ TeV}$. The online pile-up is shown to be strongly correlated to the offline pile-up, ignoring a difference in the scales which is expected as the gTowers have not been calibrated. The very nice conclusion is that the online calculation of $\rho$ is independent of the physics processes we’re studying. By definition, $\rho$ should not depend on the hard scatter and it does not! Upper thresholds were explored in steps of 1 GeV from 1 GeV to 15 GeV, $X = 6 \text{ GeV}$ was found to have the strongest correlation.

9.4.2 Pile-up Mitigation Studies

The next set of studies is a natural continuation from the pile-up calculation studies in section 9.4.1 by focusing on the effects of incorporating pile-up calculations in the gFEX trigger efficiency. Do

\(^3\)The gTowers selected correspond to an $\eta$ range of the original proposal of gFEX. These studies will need to be updated again using current monte-carlo simulation upgrade samples and an updated $\eta$ range.
we lose resolution? Do we see performance gains? Using the trigger jet reconstruction algorithm described in section 9.2 to build gFEX trigger jets with $R = 1.0$, an area-based mitigation approach is taken to subtract pile-up from the jet. This is described in eq. (9.6) which corrects the energy of a jet based on the area of the jet.

$$ E^{\text{jet, corr.}}_T = E^{\text{jet}}_T - \rho_{\text{online}} \times \text{area}^{\text{jet}} $$  \(9.6\)

Using this area-based pile-up mitigation, fig. 9.13 shows the correlation between the offline jet and online jet energies before and after the correction. What is interesting to note is that while the scale of the trigger jets has expectedly and notably shifted downwards, the correlation between the offline jet energy and trigger jet energy remains just as strong. At low energies, there was a slight non-linearity observed before the correction that seems to be partially linearized after the pile-up correction is applied. Further study is needed here.
Figure 9.13: Correlation between isolated offline jet and matched gFEX trigger jet energies for $-1.6 < \eta < 0.0$ in a monte-carlo simulated $t\bar{t}$ sample with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14$ TeV. The correlations are shown (a) before and (b) after pile-up mitigation is applied. The trigger jets were seeded using towers with $E_T > 15$ GeV and the truncated-mean-based pile-up $\rho_{\text{online}}$ was calculated using towers with $E_T < 6$ GeV which was optimized. The white circles represent the average trigger jet energy in each offline jet bin.

The next study was to determine how the pile-up correction improved the resolution of the trigger jets with respect to the matched, isolated offline jet as shown in fig. 9.14. The resolution calculation (eq. (9.7)) describes how well the online trigger jet measures the matched, isolated, offline reconstructed jet. Figure 9.14 shows correlation plots of the resolution of trigger jets as a function of the matched, isolated offline jet $p_T$ before and after pile-up mitigation. While there is still significant non-linearity after pile-up mitigation, pile-up mitigation significantly improves the resolution of the trigger jets for offline jets with $p_T > 250$ GeV which is right in the region that gFEX is designed to specialize in. Moreover, there is no non-linearity before any pile-up mitigation which makes it very difficult to calibrate the energy of the trigger jets. Figure 9.15 shows $y$-projections of the trigger jet resolution in a few selected offline jet $p_T$ ranges before and after the pile-up mitigation. The pile-up mitigation does not negatively affect the width of the distribution of trigger jets for lower energy offline jets with $p_T < 250$ GeV but does measurably narrow the distribution of trigger jets for offline jets with $p_T > 300$ GeV.
\[ R = \frac{E_{\text{gFEX jet}} - p_T^{\text{offline jet}}}{p_T^{\text{offline jet}}} \]  

(9.7)

Figure 9.14: Correlation between isolated offline jet and the energy resolution of the matched gFEX trigger jet is shown for \(-1.6 < \eta < 0.0\) in a monte-carlo simulated \(t\bar{t}\) sample with \(\langle \mu \rangle = 80\) at a center-of-mass energy \(\sqrt{s} = 14\,\text{TeV}\). The resolutions are shown (a) before and (b) after pile-up mitigation is applied. The trigger jets were seeded using towers with \(E_T > 15\,\text{GeV}\) and the truncated-mean-based pile-up \(\rho_{\text{online}}\) was calculated using towers with \(E_T < 6\,\text{GeV}\) which was optimized. The white circles represent the average resolution in each offline jet bin. The resolution of the trigger jet energy is defined as a measure of the difference with respect to the matched offline jet compared to the energy of the offline jet.

Finally, the last study for pile-up mitigation is a question of how much energy is being subtracted from each trigger jet shown in fig. 9.16.

Efficiency of Pile-up Mitigation Techniques

Thus far, there has been demonstrated, significant studies into the area-based pile-up mitigation techniques. However, up until now, no turn-on curves have been shown to demonstrate these. An area-based subtraction is indeed possible. Other choices for reducing pile-up are

- **noise cut**: a simple selection removing towers below a certain threshold
Figure 9.15: Y-axis Projections of the resolution plots in fig. 9.14 for selected offline jet $p_T$ ranges: 170–180 GeV, 200–220 GeV, and 300–350 GeV. This was done on monte-carlo simulated $t\bar{t}$ events with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14$ TeV. The projections are shown (a) before and (b) after pile-up mitigation is applied. Each legend also reports the full-width half-max (FWHM) of a Gaussian fit to each of the projections, a smaller value being a stronger resolution.

- **hybrid cut**: a combination of a noise cut at 3 GeV and applying 25% of the area-based pile-up subtraction ($0.25\rho_{\text{online}}$)

A study was proposed and done to study the impact of all of these different pile-up mitigation techniques on the trigger efficiency for a fixed trigger selection shown in fig. 9.17. For each curve, the resolution (width of turn-on $w$) and the plateau location $x_{0.95}$ is reported. It is seen that a hybrid cut tends to have measurably better resolution than just an area-based subtraction alone, but the noise cut appears to have the largest impact on the resolution of a trigger jet. This is expected as the noisy towers can smear the resolution of a jet energy. Further selections applied on the offline jet mass to enhance the hadronic $W$-bosons (fig. 9.18) and hadronic tops (fig. 9.19) are also shown with very similar conclusions.

---

These studies need to be redone with equal rate settings.
Figure 9.16: Correlation showing the amount of pile-up energy density subtracted from a given trigger jet as a function of the matching, isolated offline reconstructed jet for $-1.6 < \eta < 0.0$. This was done on monte-carlo simulated $t\bar{t}$ events with $\langle \mu \rangle = 80$ at a center-of-mass energy $\sqrt{s} = 14$ TeV. For offline jets below 200 GeV, there are usually not enough energetic gTowers around the seeded tower with $E_T > 15$ GeV to be included in the reconstruction and so those associated, lower energy trigger jets tend to be smaller in area as they have less towers and so the correction falls off with energy. At a certain point, the correction is approximately the same which is the “full-occupancy” trigger jet with all gTowers within $\Delta R < 1.0$ of the seed participating in the reconstruction. For enough energy,
Figure 9.17: Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on \( w \) and the location of the plateau at 95% \( x_{0.95} \). The efficiency is reported as a function of the large-R \( R = 1.0 \) anti-\( k_T \) isolated offline jet matched to the given trigger jet for a trigger jet requirement of 140 GeV.
Figure 9.18: Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on $w$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the offline jet $p_{T}$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the offline jet $p_{T}$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the offline jet $p_{T}$ and the location of the plateau at 95% $x_{0.95}$. An additional selection on the mass of the offline jet is required to be within 50-100 GeV to enhance hadronic $W$-bosons.
Figure 9.19: Trigger efficiency curves for the five different pile-up mitigation techniques. These are: no subtraction, no subtraction but a noise cut applied, no subtraction and simply shifted, with pile-up subtraction, and a hybrid cut. The legend reports the width of the turn-on $w$ and the location of the plateau at 95% $x_{0.95}$. The efficiency is reported as a function of the large-R $R = 1.0$ anti-$k_T$ isolated offline jet matched to the given trigger jet for a trigger jet requirement of 140 GeV. An additional selection on the mass of the offline jet is required to be within 100–200 GeV to enhance hadronic tops.
9.4.3 Substructure Studies

Now we are on the last series of upgrade studies that are presented in this thesis. All along, the jets that have been formed were often seeded by a single gTower above some particular $E_T$ threshold, usually 15 GeV for the studies shown so far. However, if we think about the representation of a $t\bar{t}$ decay and its parton shower, it seems that the most energetic gTowers inside a reconstructed trigger jet should correspond with the subjets. Therefore, it’s highly motivated to try and see if it is possible to identify trigger jets with significant substructure using the kinematics of the gTowers themselves. The first thing is to look at the correlation between leading gTower in each trigger jet that was reconstructed as shown in fig. 9.20 which shows a particularly strong correlation between the subjets of an offline jet and the leading gTowers in the associated trigger jet. This indicates that there is potentially some leverage to construct a discriminating variable for identifying subjets.

![Figure 9.20: Correlations of the energy between leading gTower and the matched offline jet’s leading subjet for (a) QCD multijet and (b) $t\bar{t}$ monte-carlo simulated events with $\langle \mu \rangle = 80$ at a center-of-mass energy of $\sqrt{s} = 14$ TeV. The trigger jets are seeded with gTowers with $E_T > 15$ GeV and pile-up corrected using an upper threshold of 6 GeV. Notice that there is a nice average linearity and a relatively strong correlation ($\approx 85\%$) for both monte-carlo samples. For multijet events, the leading gTower contains a majority of the energy of the offline jet, while for $t\bar{t}$ this is lower as expected for jets with significant substructure and energy spread out more.

So given all this information, the next straightforward study is to understand the gTower energy and the fraction of the total trigger jet energy as a function of exclusive binning in the number
of subjets in the offline jet. This is a bit of a mouthful and this is shown in fig. 9.21. This is an
enormously rich plot to breakdown. First, one can look at just the leading gTower in the event
(“gTower 0”) and can potentially apply a high, inverted selection on its energy to suppress dijet-like
events where the offline jets only have one subjet. This is a preliminary study that needs to be
explored further.

Figure 9.21: Distributions of the (a) gTower energy and (b) fraction of gFEX trigger jet
energy carried by each of the leading towers in the given jet. The y-axis is exclusive binning
in the number of subjets of the matched, isolated, reconstructed offline jet. Dashed lines
connect points which map the same type of gTower to understand the trends of the leading,
subleading, etc. gTowers as you require more and more substructure in the offline jet. Each
distribution of gTower energies for an offline subjet selection is fitted to a Gaussian and the
mean is extracted and drawn as the marker, while the standard deviation is extracted and
drawn as error bars.

So now that the leading four gTowers, sorted by $E_T$, can be used as a proxy for subjets, can
start to define a gFEX jet “subtower” multiplicity by $N(E_{T\text{tower}}^{} > X)$, the number of gTowers
in a trigger jet greater than an $E_T$ threshold. If we then consider $t\bar{t}$ a signal, and multijet as
a background, we can start exploring trigger selections on “subtower multiplicity” in a way to
maximize signal over background. This requires studying the trigger efficiency on signal and the
fake rate on background, which is shown in fig. 9.22. In this study, isolated offline jets are matched
to gFEX jets with $\Delta R < 1.0$, seeded with towers $E_T > 15 \text{ GeV}$ with no pile-up mitigation applied.
The trigger selection applied is to require trigger jet $E_T > 200 \text{ GeV}$. In order to enhance the signal
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of $t\bar{t}$ to look purely at hadronic top decays that are fully captured, an offline jet mass cut is applied around the mass of the top quark $100 \text{ GeV} < m_{\text{offline jet}} < 220 \text{ GeV}$ and the $p_T$ of the jet is required to be semi-boosted $250 \text{ GeV} < p_T < 500 \text{ GeV}$.

![Dijets 14 TeV](image1)

(a) dijets, fake rate

![ttbar Efficiency](image2)

(b) $t\bar{t}$, efficiency

Figure 9.22: This is a plot of the (a) fake rate of dijet samples and (b) efficiency of the $t\bar{t}$ samples for monte-carlo simulated events with $\langle \mu \rangle = 80$ and a center-of-mass energy $\sqrt{s} = 14 \text{ TeV}$. (a) is the background fake rate where a gFEX trigger jet $E_T$ selection is applied to the denominator and numerator and a “subtower” multiplicity is applied to the numerator. (b) is the signal efficiency where the offline selection detailed in the plot is applied to the numerator and denominator and the trigger selection listed is applied to the numerator.

To test your understanding of fig. 9.22, let’s walk through a single point in both background and signal. Take signal for a second and let’s think about requiring that the offline jet has one subjet with $p_T > 20 \text{ GeV}$. The probability of finding more than one gTowers with $E_T > 15 \text{ GeV}$ goes down as we require more gTowers, and therefore the efficiency goes down as well in that particular column. Now take the background and again, think about requiring four subjets in the offline jet with $p_T > 20 \text{ GeV}$. As we increase the “subtower multiplicity” trigger selection in the numerator, the rate falls down, as it becomes less and less likely to find enough gTowers with sufficient energy. In particular, for dijet events where there is very little substructure to begin with, a dijet event that has many offline subjets will have many low energy subjets, compared to a dijet with less subjets each with higher energy. This is why the rate of dijet events with more offline jets falls off more
So now that we have a fake rate and a signal efficiency, we can combine the two into a single plot shown in fig. 9.23. This plot shows the signal efficiency as a function of the background “fake rate” (with no offline selection on the background). To test your understanding of this combination, a 6.3% background “fake rate” with 66% signal efficiency corresponds to $N(E_{\text{tower}} > 15 \text{ GeV}) \geq 3$ which is a point that corresponds with boosted top quark decays! Precisely the kind of signal that my thesis analysis is sensitive to, but with a designed trigger that enables me to enhance the efficiency of selecting events while suppressing background, or uninteresting, events. Further study needs to be done to quantify the rate of the trigger given a trigger selection such as specified.

Figure 9.23: The signal efficiency is shown as a function of the background “fake rate” from fig. 9.22.
Chapter 10

CONCLUSION

In the first operation of the LHC, an analysis searching for new physics using the same simplified model [92, 93], observed no significant excess of events over the expected SM background [231]. In 2014, the lower limit on the $\tilde{g}$ mass was set to be at 1.4 TeV at the 95% confidence level for this simplified signal model. The results presented in this thesis span the first two years of the second operational period of the Large Hadron Collider, during 2015 and 2016, utilizing new techniques of boosted object reconstruction to greatly extend the sensitivity to new physics and improve our understanding of the Standard Model. The lower limit of the gluino mass is now set at 1.95 TeV at the 95% confidence level using three different kinds of kinematic observables: missing energy-type, energy scale-type, and energy structure-type [94]. Even though no excess was observed and tighter limits were set, simplified models are useful to provide topology-based limits on searches to identify the boundaries of search sensitivity and derive limits on more general models by reinterpreting [95] the limits in the context of a different signal topology. Even though simplified models may not be motivated by realistic SUSY scenarios, they help to understand the limits of the detector technology. Experimentalists and theorists alike can identify kinematic ranges for which existing searches are not efficient or sensitive, and then define new search strategies to attempt to cover the gaps in the exploration of phase-space. Experimentalists can use the results of searches being performed now to define goals and plans for covering regions of phase-space that are particularly hardware-limited.

The second portion of this thesis has a focus on the instrumentation upgrades to be ready for the third operation of the LHC physics program, to last for the foreseeable lifetime of the LHC which is around 2045. As the current trigger system in ATLAS is not efficient at detecting many of the boosted objects that are copiously produced in the highly-energy proton-proton collisions today, the gFEX module is being built and designed to recover this efficiency. This instrumentation upgrade will benefit countless analyses using boosted objects in the future, including those that have not yet been considered as a potential model of new physics. This thesis is but a chapter in the rich story of boosted objects, a significant advance in the attempt to use boosted object reconstruction.
to find supersymmetry.

But there are still many areas for improvement. When I first started in 2014, the LHC was set to start up in 2015. For the entirety of 2015 and 2016, it has been a rapid sprint to get preliminary results on these crucial simplified models out to the theorists and the public. But now, this sprint becomes a marathon. The LHC will be shutting down for upgrades at the end of the year. By the end of 2018, experimental particle physicists in the ATLAS collaboration will have $150 \text{ fb}^{-1}$ of data to play with for the next 4-5 years. The increased lower limits on the mass of gluinos may have weakened the case for naturalness, though the possibility of natural supersymmetry still has not been excluded. While the simplified model is certainly unrealistic, what with gluinos decaying through stop squarks 100% of the time, and those stop squarks decaying to top quarks 100% of the time, the analysis of this model is crucial to reinterpration in other regions of phase-space. I look forward to seeing what neighboring physics models we are able to contribute some sensitivity to.

The techniques presented in this thesis are brand new and there remains the opportunity to refine them during the next iteration of the analysis. There are also many areas of improvement that have been uncovered during my time with this analysis, such as the non-perturbative modeling of QCD in order to better model the tails of the important kinematic observables. The systematic uncertainties associated with jets and flavor-tagging, both of which this flagship SUSY analysis is very sensitive to, are generally the dominating uncertainties by far and modulating these uncertainties can strengthen the reach of this analysis. Similarly, many physics studies of gFEX are now being done for the first time and have been shown in chapter 9 and will need to be redone using the most advanced and latest monte-carlo simulations and detector geometry definitions that exist. Just like substructure found its way into popularity of jet physics [267, 268, 183], I hope that the first studies of substructure in gFEX gain some momentum, enabling future physicists to design a trigger menu that provides sensitivity to the currently unobserved boosted Higgs decays [269] or the simultaneous production of four top quarks [270]. What more can we reveal of nature? Tune in and see!
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Appendices
Appendix A

OPTIMIZING OPTIMIZATIONS

The most up-to-date documentation can be found with the source code at github:kratsg/optimization on GitHub. This tool allows you to take a series of ROOT ntuples, signal & background, apply a lot of cuts automatically, and figure out the most optimal selections to maximize significance. It comes packed with a lot of features

- generator script to create, what we call, a supercuts file containing all the rules to tell the script what cuts to apply and on which branches
- cut script which will take your signal, background, and supercuts; run them all; and output a series of files with the appropriate event counts for all cuts provided
- optimization script which will take your signal counts and background counts; run them all; and output a sorted list of optimal cuts
- hash look up script to reverse-engineer the cut for a given hash when you supply the supercuts file

Note: as part of making the script run as fast as possible, I try to maintain a low memory profile. It will not store (or remember) the cut used to create a significance value. Instead, we compute a 32-bit hash which is used to encode the cuts, and a way to “decode” the hash is also provided.

A.1 Major Dependencies

- PyROOT (which technically requires ROOT)
- numpy
- root_numpy
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A.2 Top-Level

usage: rooptimize [-h] [-a] {generate,cut,optimize,hash,summary} ...

Author: Giordon Stark. vX.Y.Z

positional arguments:
{generate,cut,optimize,hash,summary}

actions available

generate Write supercuts template
cut Apply the cuts
optimize Calculate significances for a series of computed
cuts
hash Translate hash to cut
summary Summarize Optimization Results

optional arguments:
-h, --help show this help message and exit
-a, --allhelp show this help message and all subcommand help
messages and exit

This is the top-level. You have no power here.

A.2.1 Parameters

There is only one required position argument: the action. You can choose from

- generate – generate a supercuts template file from an input ROOT file for running the rest
of the optimization framework

- cut – perform the first step of optimization by generating the cuts and then applying them to all samples

- optimize – perform the second step of optimization by calculating the significances for all signal samples for all cuts

- hash – look up the cut associated with a generated identifying hash

- summary – summarize the results of an optimization into a single JSON file for reproducibility and plotting

We also provide an optional argument -a, \texttt{--allhelp} which will print all the help documentation at once instead of just the top-level -h, \texttt{--help}.
Appendix B

XAODANAHELPERS

xAODAnaHelpers has its source code in GitHub: github:UCATLAS/xAODAnaHelpers/. This is the largest analysis framework in ATLAS for Run 2 data-taking physics built for two different kinds of offline analysis release software: AnalysisBase and AnalysisTop.

This package is meant to be the minimal needed to use the Combined Physics (CP) tools properly to calibrate, select, and correct the physics objects used for most physics analyses. Each step of the analysis chain is done by an EL::Algorithm which utilizes TStore to pass information to the algorithms down the chain. The final product can be a TTree, histograms, or a mini xAOD. The philosophy adopted is not to remake the Event Data Model or to alter it but to make minimal wrapper around CP tools to help users configure them properly and connect the full chain without much hassle. To this end, some details are hidden for the user and set automatically in the tools. As much as possible we used the same names as is shipped with the xAOD objects or the CP tools themselves. The user is not meant to learn a new EDM but rather to learn the minimal needed to start doing the fun stuff - Physics!!

B.1 Background

An analysis is done in steps with a EL::Algorithm running for each. For example, one algorithm is used to calibrate the jet collection, another to apply some selection cuts, and then a third algorithm can contain your analysis code to calculate something with the jets or one of the general plotting algorithms that will fill a configurable set of plots. A second jet calibrator and selector can be added to have a second jet collection at the same time. A base class for a tree has also been created with some standard branches and a way for the user to add more as well. The tree is configurable with the same options as the histograming classes - with a string of categories of interest. Each algorithm can be configured via a text file read by TEnv. Example for all are given and one can look for
the configure function to see what options are available (also noted below). Development changes and help requests can be obtained on the e-group atlas-sw-xAODAnaHelpersFW or directly here on GitHub.

A word on **systematics**. When the object itself is altered (i.e. JES calibration and JES systematics) a new collection is made and put into TStore. The name of the nominal collection after calibration is set from the config file. The name of the systematically varied collection uses the same name plus the name of the systematic directly from the CP tool. The next algorithm in the chain using these objects needs to know which collections where created. To avoid hardcoding things and all that, when the systematics are applied a vector is created containing the names of each systematic. Downstream, algos pick up this vector then know which collections to run over. Each algorithm will loop over all collections before going to the next step. If selectors are configured with limits in the number of events passing the cuts, only collections passing the cuts will be passed to algos downstream. If none pass, the next event is analyzed.

The entire framework comes with a flexible runner script written in Python that allows the user to write a python configuration for their entire analysis, chaining/hooking up algorithms together in any particular order they would like. On top of this, the configuration is flexible enough to even run algorithms not provided by xAODAnaHelpers itself, such as perhaps algorithms the user has written themselves, or algorithms found in other smaller analysis frameworks. The idea is that xAODAnaHelpers is to be treated like a toolkit to be used when you need to speed up some development time without sacrificing a loss in physics or configurability. On top of this, because each algorithm is meant to stand on its own, a user could potentially run two analyses at the same time with a single configuration, and just keep everything together by chaining things and producing multiple outputs. The significant flexibility and complexity offered by the configuration allows xAODAnaHelpers to be used in a broad range of analyses within ATLAS.
Appendix C

IRONMAN: SLOW-CONTROL AND MONITORING

C.1 IPBus

IPBus is a simplified transaction [271] used to communicate with the hardware using IP connections such as UDP and TCP/IP. In particular, it extends UDP with handshake capability to minimize the number of packets lost in transport while trying to minimize the overhead in implementing the communication on the boards.

At the time when IPBus was designed, the amount of space available on chips was very crucial and care was taken to minimize the amount of code put in. Now that embedded processors exist on the market and have been proven, it is possible to avoid the unreliability of UDP and simply implement TCP/IP. Because the IP protocol is not fixed, and IPBus is not transport-neutral, this lead to the need for such an environment.

C.2 Ironman

The ironman software manages the logic of connecting inbound IPBus requests with outbound IPBus responses in a transport-neutral way (fig. C.1). The full documentation for ironman can be found online at http://iron-man.readthedocs.io/en/latest/. The goals of ironman are:

- provide a wide array of standard networking protocols for reading and writing packets,
- allow for implementation of custom communication protocols for reading and writing the various hardware components,
- allow for definition of custom hardware maps which specify the layout of the entire board,

and
• use a single-threaded reactor model, an event-driven model, which is a global loop that fires listeners when certain events have triggered.

An external client (fig. C.2) is tasked with the job of communicating a transaction request or a status query of a piece of hardware (ATLAS Client). This is sent as an IPBus command to the board running ironman software. This request is received by a server actively listening and then dispatches this request to the SoC client (Jarvis). The SoC client is made self-aware using hardware definitions (fig. C.3) and dispatches this request along a callback chain to the Internal Communications Interface (fig. C.5). It is at this point that the software handles the customized communication to fulfill the request of the biological being controlling the ATLAS Client (fig. C.4). After this, the response is formed and transferred back to the server who will transmit the information back to the client.

![Figure C.1: Overview of the ironman architecture.](image)

C.2.1 Server

The server (fig. C.2) has a few jobs to do upon receipt of a packet. As the server is actively listening, it is going to plug itself into the reactor and kick off the callback chain for us (known as “deferreds” or “promises”). The server knows the format of the packet entirely and will unpack the data into
a Request Packet Object that will be used by the rest of the software downstream. It as a this point that a few checks are done, such as checking that the data can be unpacked as well as making sure the headers are valid.

If the basic sanity checks look good, then it must decide what to do with the packet. If teh request requires communication with the hardware, then it will pass along the packet to the SoC Client to dispatch the request. If it simply requires information about the history of packets sent (such as a Resend Packet), then it will return the packets it records in history.

This leads to the other part of the server which is to maintain a log of all inbound/request and outbound/response packets. It is at this point which the board communicates with the outside world and makes it a suitable place to implement the history recording. For example, this can be done with:

```python
from ironman.packet import IPBusPacket
from ironman.history import History
from twisted.internet.defer import Deferred

history = History()
Deferred().addCallback(IPBusPacket).addCallback(history.record)
```

Figure C.2: Overview of the ironman server.
C.2.2 Hardware

The job of the Hardware Interface (fig. C.3) is to parse the hardware definitions transferred to the board and build up a cached, global mapping of address → properties about the address. In Python terminology, this is a giant dictionary. It must assess that a single address is not taken up by two different hardware definitions (no conflicts) and that the hardware map is parseable and valid\(^1\). It will also provide a way to compute the checksum of the hardware map files to ensure that the board is running on the same definitions that the monkey has communicated to the board with.

The Hardware Manager is our primary means of interfacing. For example, this can be done with this short code:

```python
from ironman.hardware import HardwareManager, HardwareMap

hw_map = HardwareMap(file('/path/to/my/hardware/map.yml'))
hw = HardwareManager()
hw.add(hw_map, 'clockConfiguration')
```

where we added a hardware map specifying the addresses allowed for clock configuration.

C.2.3 Jarvis, the Client

The job of the client (fig. C.4) is to analyze the packet more thoroughly. If the client is handling the packet, then it must be a request packet. It will then communicate with the Hardware Interface to determine whether or not the transaction packet is good: valid address, valid permissions, valid data. If all of these things pass, it then passes the packet along to the Internal Communications which will build up a response. It should be noted that the client is not allowed to modify the response packet at all. Only the Server and Internal Communications are allowed to do this. In

\(^1\)Validity has not been defined yet.
Figure C.3: Overview of the ironman hardware interface.
ironman, the client is known as Jarvis\(^2\). Jarvis is used like so:

```python
from ironman.communicator import Jarvis

j = Jarvis()
j.set_hardware_manager(hw)
```

In particular, Jarvis is one of the easiest things to set up since it contains a lot of internal logic to route requests appropriately and execute controllers for you. In this way, Jarvis is a lot like a router.

![Diagram of ironman client](image)

**Figure C.4**: Overview of the ironman client.

### C.2.4 Internal Communications

Lastly, the Internal Communications (fig. C.5 is primarily custom code written by the developers to do exactly that: communicate with the board. Depending on how the board is set up, there may be a virtual filesystem or raw pointers or custom drivers that the code will need to access and interface with. Since this is something that will vary on a board-by-board basis, I leave most of this code up to the user and only provide a few simple cases for file reading and writing. Continuing on with the code examples, you could use jarvis to register a controller for clock configuration that you added a hardware map for:

\(^2\)Get it? It’s his assistant...
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And you are done. This will execute your custom code as you have defined in the controller.

![Diagram of communications with hardware](image)

Figure C.5: Overview of the ironman communications with the hardware.

### C.3 Technical Details

#### C.3.1 Dependencies

Ironman is written on top of two major pieces of software:

- Twisted: [http://twistedmatrix.com/trac/](http://twistedmatrix.com/trac/)

Twisted is an event-driven networking engine written in Python and licensed under the open source MIT license. Twisted is a platform for developing Internet applications focused on integration and low-level socket interface. It currently supports a large number of existing protocols including...
HTTP, XMPP, NNTP, IMAP, SSH, IRC, and FTP. Twisted allows for the separation between stream-based protocols and physical transport layers and relies on the event-driven programming paradigm, using callbacks ("deferreds") to trigger and process events.

Construct is a powerful declarative and symmetrical parser and builder for binary data in Python. Instead of writing imperative code to parse binary data, “construct” is used to declaratively define a data structure that describes the binary data. Since the data structure is just a declaration, it can be used to parse binary data into Python objects and to build Python objects back into binary data – also known as packing and unpacking data.

C.4 Code Examples

C.4.1 Parse and Build IPBus Packets

It is common to use ironman to parse and build IPBus packets. As this is most likely a major usage of the software to aid with future debugging, you can easily debug in a few simple lines:

```python
from ironman.constructs.ipbus import IPBusConstruct

packet = IPBusConstruct.parse(b'\x20\x00\x00\xf0\x20\x00\x01\x0f\x00\x00\x03')
print(packet)

packet.transactions[0].data = b'Hello World'
packet.transactions[0].header.info_code = 'SUCCESS'
response = IPBusConstruct.build(packet)

print(response.encode('hex'))
```

This will parse an IPBus packet as binary data into a Python object that is easier to interface with. In this example, we have a READ request from address 0x3 so we will use the same python object to add b’Hello World’ data, mark the transaction as a SUCCESS (according to IPBus specifications) and then build the binary data for the response packet.
C.4.2 Implementing IPBus

Ironman is currently written with the IPBus protocol as of writing this thesis. The top level construct defines the logical structure of the entire IPBus packet:

```python
from construct import *

IPBusConstruct = Struct(
    "pointer" / Pointer(3, Int8ub),
    "bigendian" / Computed(this.pointer == 0xf0),
    "header" / IfThenElse(this.bigendian, PacketHeaderStruct, ByteSwapped(PacketHeaderStruct)),
    "transactions" / If(this.header.type_id == "CONTROL", GreedyRange(ControlStruct)),
    "status" / If(this.header.type_id == "STATUS", StatusRequestStruct),
    "resend" / If(this.header.type_id == "RESEND", ResendStruct),
    Terminated
)
```

Above is code showing how the top-level IPBus packet is described. As mentioned in the specifications [271], the packet header contains a 4-bit endianness specification. In order to remember this specification while flipping the packet to big-endian (network-default) if needed, a pointer is used to peek at the value of the 3rd byte, and the `bigendian` entry allows us to compute whether the packet is big-endian or little-endian. At this point, we can byte-swap everything as needed to account for the endianness of the packet when parsing the binary data, or building a Python object into binary data to send back as response in the same endianness as the request packet. The last entry here is `Terminated` which tells the parser/builder that the entire packet should be fully described by this declarative structure. This entire portion is written using the “construct” library which allows for maximum flexibility.

C.4.3 Implementing Jarvis

Jarvis is the friendly router inside ironman. It is otherwise known as a communication slave and its job is to inspect the received packet, identify the address the request wishes to access (control or monitoring), check the hardware map for the board to determine if the address is valid, then
dispatch the request to the available route for handling. Jarvis maintains an internal registry of available routes that can handle requests, as well as having access to a hardware manager that provides information about the machinery of the board. One uses Jarvis like so:

```python
from ironman.hardware import HardwareManager
from ironman.communicator import Jarvis, SimpleIO

hw = HardwareManager()
hw.add(HardwareMap(file('/path/to/simpleHardwareMap.yml')), 'simpleRegisterController')

j = Jarvis()
j.set_hardware_manager(manager)

@j.register('simpleRegisterController')
class SimpleRegisterFile(SimpleIO):
    __f__ = '/path/to/simpleRegister.txt'
```

Then when Jarvis is called with a packet requesting access to a register inside `/path/to/simpleHardwareMap.yml`, it will dispatch that call to the control assigned to `simpleRegisterController` which is the `SimpleRegisterFile` class, which provides simple read/write file access capabilities:

```python
class SimpleIO(object):
    implements(ICommunicationDriver)
    __f__ = None

    def read(self, offset, size):
        with open(self.__f__, 'rb') as f:
            f.seek(offset)
        return f.read(4*size)

    def write(self, offset, data):
        with open(self.__f__, 'r+b') as f:
            f.seek(offset)
        return f.write(data)
```
C.5 Implementing Callback Chain

At the end of the day, one would like to implement the callback chain. This is the declarative structure that tells ironman exactly what you would like to execute each time a packet is received. An example is below:

```python
from twisted.internet.defer import Deferred
from ironman.constructs.ipbus import IPBusConstruct
from ironman.communicator import Jarvis

# set up jarvis...

function callbackChain():
    return Deferred().addCallback(IPBusConstruct.parse).addCallback(j).addCallback(IPBusConstruct.build)

# example of a single callback: callbackChain().callback(<packet>)

# set up a server
from ironman.server import ServerFactory
from twisted.internet import reactor
reactor.listenUDP(8888, ServerFactory('udp', callbackChain))
reactor.listenTCP(8889, ServerFactory('tcp', callbackChain))
reactor.run()
```

where callbackChain() represents the full callback chain. Jarvis, as you see in the middle, handles receiving the input packet object, and generating an output packet object. When you call this chain with the packet to handle, it will return a binary packet response associated with that input. In the example code above, a server factory provided by ironman generates the necessary information for receiving and sending packets over UDP or TCP/IP using Twisted, adds extra callbacks to the end of the callback chain provided, and executes the callback function on the callbackChain().
Appendix D

N-1 PLOTS

D.1 0-lepton

The following plots (figs. D.1 to D.3) show N-1 distributions of the variables of interest in the SR for the 0-lepton regions. Each of the variables shows significant discrimination power for the signals shown.

D.2 1-lepton

The following plots (figs. D.4 to D.6) show N-1 distributions of the variables of interest in the SR for the 1-lepton regions. Each of the variables shows significant discrimination power for the signals shown.
Figure D.1: \( N \)-1 plots for the analysis variables in the boosted signal region for the Gtt 0L analysis.
Figure D.2: $N$-1 plots for the analysis variables in moderate signal region for the Gtt 0L analysis.
Figure D.3: N-1 plots for the analysis variables in compressed signal region for the Gtt 0L analysis.
Figure D.4: N-1 plots for the analysis variables in boosted signal region for the Gtt 1L analysis.
Figure D.5: \( N-1 \) plots for the analysis variables in moderate signal region for the Gtt 1L analysis.
Figure D.6: $N{-}1$ plots for the analysis variables in compressed signal region for the Gtt 1L analysis.
Appendix E

TTBAR HEAVY-FLAVOR CLASSIFICATION / FLAVOR CONTAMINATION

E.1 0-lepton Composition

These plots are appended for section 7.4.3. Figure E.1 shows the heavy flavor composition of the $t\bar{t}$ component of the background. Figure E.2 shows the breakdown of the $t\bar{t}$ component of the background into its single-lepton and dilepton part. In fig. E.4 and fig. E.3 each of the two components is further analyzed. fig. E.5 shows the composition of the single top component of the background in terms of $Wt$, $t$-channel and $s$-channel. Note that all results here are pre-fit.

E.2 1-lepton Composition

These plots are appended for section 7.4.4. Figure E.6 shows the heavy flavor composition of the $t\bar{t}$ component of the background. Figure E.7 shows the breakdown of the $t\bar{t}$ component of the background into its single-lepton and dilepton part. In figs. E.8 and E.9 each of the two components is further analyzed. Figure E.10 shows the composition of the single top component of the background in terms of $Wt$, $t$-channel and $s$-channel. Note that all results here are pre-fit.
Figure E.1: [234] Heavy flavor composition of the $t\bar{t}$ component of the background in the optimized Gtt-0L regions.
Figure E.2: [234] Decay type the $t \bar{t}$ component of the background in the optimized $Gtt$-0L regions.
Figure E.3: [234] Composition of the dileptonic component of the $t\bar{t}$ background in the optimized Gtt-0L regions.
Figure E.4: [234] Composition of the single-lepton component of the $t\bar{t}$ background in the optimized Gtt-0L regions.
Figure E.5: [234] Composition of the single top component of the background in terms of Wt, t-channel and s-channel.
Figure E.6: [234] Heavy flavor composition of the $t\bar{t}$ component of the background in the optimized Gtt-1L regions.
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Figure E.7: [234] Breakdown of the $t\bar{t}$ component of the background in the optimized Gtt-1L regions.
Figure E.8: [234] Breakdown of the semi-leptonic component of the $t\bar{t}$ background in the optimized Gtt-1L regions.
Figure E.9: Breakdown of the dileptonic component of the $t\bar{t}$ background in the optimized Gtt-1L regions.
Figure E.10: [234] Composition of the single top component of the background in terms of $Wt$, $t$-channel and $s$-channel.
Appendix F

SAMPLE LIST
F.1  \( \bar{t}t + \text{jets} \)

F.1.1 Nominal

\[
\begin{array}{c}
\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410000. \text{PowhegPythiaEvtGen}_{P2012}. \text{ttbar}_{hdamp172p5}_\text{nonallhad}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3698_s2608_s2183_r7326_r6282_p2559/

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407009. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{ttbarHT6c1k}_{hdamp172p5}_\text{nonAH}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4023_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407010. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{ttbarHT1k1k5}_{hdamp172p5}_\text{nonAH}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4023_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407011. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{ttbarHT1k5}_{hdamp172p5}_\text{nonAH}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4023_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407012. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{ttbarMET200}_{hdamp172p5}_\text{nonAH}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4023_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410000. \text{PowhegPythiaEvtGen}_{P2012}. \text{ttbar}_{hdamp172p5}_\text{nonallhad}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3698_s2608_s2183_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410000. \text{PowhegPythiaEvtGen}_{P2012}. \text{ttbar}_{hdamp172p5}_\text{nonallhad}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3698_s2608_s2183_r7725_r7676_p2622
\end{array}
\]

F.1.2 Systematic samples

\[
\begin{array}{c}
\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410001. \text{PowhegPythiaEvtGen}_{P2012radHi}. \text{ttbar}_{hdamp345}_{down}. \text{nonallhad}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3783_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410002. \text{PowhegPythiaEvtGen}_{P2012radLo}. \text{ttbar}_{hdamp345}_{up}. \text{nonallhad}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3783_s2608_r7725_r7676_p2622
\end{array}
\]

F.2 Single-top samples

\[
\begin{array}{c}
\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407018. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{Wt}_{\text{inclusive}_{top}}_{HT500}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4024_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407019. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{Wt}_{\text{inclusive}_{top}}_{MET200}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4024_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407020. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{Wt}_{\text{inclusive}_{t\bar{t}}}_{HT500}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4024_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.407021. \text{PowhegPythiaEvtGen}_{P2012CT10}. \text{Wt}_{\text{inclusive}_{t\bar{t}}}_{MET200}. \text{merge}. \text{DAOD}_\text{SUSY10}. e4024_s2608_r7725_r7676_p2622

\text{mc15}_\text{13TeV} : \text{mc15}_\text{13TeV}.410013. \text{PowhegPythiaEvtGen}_{P2012}. \text{Wt}_{\text{inclusive}}. \text{merge}. \text{DAOD}_\text{SUSY10}. e3753_s2608_s2183_r7725_r7676_p2622
\end{array}
\]
### F.3 \( t\bar{t} + X \) (\( X = W, Z, WW, H, t\bar{t} \))

F.4 \ W+jets \\
mc15.13TeV:mc15.13TeV.363331.Sherpa_NNPDF30NNLO,Wtaunu,Pt0.70,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363332.Sherpa_NNPDF30NNLO,Wtaunu,Pt0.70,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363333.Sherpa_NNPDF30NNLO,Wtaunu,Pt0.70,BFilter.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363334.Sherpa_NNPDF30NNLO,Wtaunu,Pt70.140,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363335.Sherpa_NNPDF30NNLO,Wtaunu,Pt70.140,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363336.Sherpa_NNPDF30NNLO,Wtaunu,Pt70.140,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363337.Sherpa_NNPDF30NNLO,Wtaunu,Pt140.280,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363338.Sherpa_NNPDF30NNLO,Wtaunu,Pt140.280,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363339.Sherpa_NNPDF30NNLO,Wtaunu,Pt280.500,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363340.Sherpa_NNPDF30NNLO,Wtaunu,Pt280.500,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363341.Sherpa_NNPDF30NNLO,Wtaunu,Pt280.500,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363342.Sherpa_NNPDF30NNLO,Wtaunu,Pt280.500,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363343.Sherpa_NNPDF30NNLO,Wtaunu,Pt500.700,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363344.Sherpa_NNPDF30NNLO,Wtaunu,Pt500.700,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363345.Sherpa_NNPDF30NNLO,Wtaunu,Pt500.700,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363346.Sherpa_NNPDF30NNLO,Wtaunu,Pt700.1000,CVetoBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363347.Sherpa_NNPDF30NNLO,Wtaunu,Pt700.1000,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363348.Sherpa_NNPDF30NNLO,Wtaunu,Pt700.1000,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363350.Sherpa_NNPDF30NNLO,Wtaunu,Pt1000.2000,CFilterBVeto.merge.DAOD,SUSY10.e4709,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363351.Sherpa_NNPDF30NNLO,Wtaunu,Pt1000.2000,BFilter.merge.DAOD,SUSY10.e4779,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363355.Sherpa_NNPDF30NNLO,Wmuunu,Pt0.70,CVetoBVeto.merge.DAOD,SUSY10.e4715,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363356.Sherpa_NNPDF30NNLO,Wmuunu,Pt0.70,CFilterBVeto.merge.DAOD,SUSY10.e4715,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363357.Sherpa_NNPDF30NNLO,Wmuunu,Pt0.70,BFilter.merge.DAOD,SUSY10.e4715,s2726,r7725,r7676,p2622
mc15.13TeV:mc15.13TeV.363358.Sherpa_NNPDF30NNLO,Wmuunu,Pt0.70,BFilter.merge.DAOD,SUSY10.e4715,s2726,r7725,r7676,p2622
F.5 \(Z+\text{jets}\)

\begin{verbatim}
\end{verbatim}
F.6 Gtt signal (off-shell)

mc15.13TeV:mc15.13TeV.370100.MGPy8EG_A14N_GG_ttn1_900_5000.1.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370101.MGPy8EG_A14N_GG_ttn1_900_5000.200.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370102.MGPy8EG_A14N_GG_ttn1_900_5000.400.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370103.MGPy8EG_A14N_GG_ttn1_900_5000.545.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370104.MGPy8EG_A14N_GG_ttn1_1000_5000.1.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370105.MGPy8EG_A14N_GG_ttn1_1000_5000.200.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370106.MGPy8EG_A14N_GG_ttn1_1000_5000.400.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370107.MGPy8EG_A14N_GG_ttn1_1000_5000.600.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370108.MGPy8EG_A14N_GG_ttn1_1000_5000.645.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370109.MGPy8EG_A14N_GG_ttn1_1100_5000.1.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370110.MGPy8EG_A14N_GG_ttn1_1100_5000.200.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370111.MGPy8EG_A14N_GG_ttn1_1100_5000.400.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370112.MGPy8EG_A14N_GG_ttn1_1100_5000.600.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370113.MGPy8EG_A14N_GG_ttn1_1100_5000.745.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370114.MGPy8EG_A14N_GG_ttn1_1200_5000.1.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370115.MGPy8EG_A14N_GG_ttn1_1200_5000.100.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370116.MGPy8EG_A14N_GG_ttn1_1200_5000.200.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370117.MGPy8EG_A14N_GG_ttn1_1200_5000.400.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370118.MGPy8EG_A14N_GG_ttn1_1200_5000.600.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370119.MGPy8EG_A14N_GG_ttn1_1200_5000.700.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370120.MGPy8EG_A14N_GG_ttn1_1200_5000.800.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370121.MGPy8EG_A14N_GG_ttn1_1200_5000.845.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370122.MGPy8EG_A14N_GG_ttn1_1200_5000.855.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370123.MGPy8EG_A14N_GG_ttn1_1300_5000.1.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370124.MGPy8EG_A14N_GG_ttn1_1300_5000.200.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370125.MGPy8EG_A14N_GG_ttn1_1300_5000.400.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
mc15.13TeV:mc15.13TeV.370126.MGPy8EG_A14N_GG_ttn1_1300_5000.600.merge.DAOD_SUSY10.e4049_s2608_r7772_r7676.p2666
F.7 Gtt signal (on-shell)
F.8  Gbb signal

mc15_13TeV.mc15.13TeV.370250.MGPy8EG_A14N_GG_bbn1_900_5000_1.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370251.MGPy8EG_A14N_GG_bbn1_900_5000_200.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370252.MGPy8EG_A14N_GG_bbn1_900_5000_400.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370253.MGPy8EG_A14N_GG_bbn1_900_5000_600.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370254.MGPy8EG_A14N_GG_bbn1_900_5000_800.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370255.MGPy8EG_A14N_GG_bbn1_900_5000_880.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370256.MGPy8EG_A14N_GG_bbn1.1000_5000_1.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370257.MGPy8EG_A14N_GG_bbn1.1000_5000_200.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370258.MGPy8EG_A14N_GG_bbn1.1000_5000_400.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370259.MGPy8EG_A14N_GG_bbn1.1000_5000_600.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370260.MGPy8EG_A14N_GG_bbn1.1000_5000_800.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370261.MGPy8EG_A14N_GG_bbn1.1000_5000_980.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370262.MGPy8EG_A14N_GG_bbn1.1100_5000_1.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370263.MGPy8EG_A14N_GG_bbn1.1100_5000_200.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370264.MGPy8EG_A14N_GG_bbn1.1100_5000_400.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370265.MGPy8EG_A14N_GG_bbn1.1100_5000_600.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370266.MGPy8EG_A14N_GG_bbn1.1100_5000_800.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370267.MGPy8EG_A14N_GG_bbn1.1100_5000_1000.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370268.MGPy8EG_A14N_GG_bbn1.1100_5000_1080.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370269.MGPy8EG_A14N_GG_bbn1.1200_5000_1.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370270.MGPy8EG_A14N_GG_bbn1.1200_5000_200.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370271.MGPy8EG_A14N_GG_bbn1.1200_5000_400.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370272.MGPy8EG_A14N_GG_bbn1.1200_5000_600.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370273.MGPy8EG_A14N_GG_bbn1.1200_5000_800.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370274.MGPy8EG_A14N_GG_bbn1.1200_5000_1000.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370275.MGPy8EG_A14N_GG_bbn1.1200_5000_1180.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
mc15_13TeV.mc15.13TeV.370276.MGPy8EG_A14N_GG_bbn1.1300_5000_1.merge.DAOD_SUSY10.e4050.a766.a821.r7676.p2666
Appendix G

MODEL-DEPENDENT LIMITS BY REGION

This appendix presents the separate model-dependent limits as described in section 8.3 for the six Gtt regions.
Figure G.1: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by ±1σ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure G.1: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure G.1: Exclusion limits in the \( \tilde{\chi}^0_1 \) and \( \tilde{g} \) mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by \( \pm 1\sigma \) of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure G.1: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure G.1: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Figure G.1: Exclusion limits in the $\tilde{\chi}_1^0$ and $\tilde{g}$ mass plane for the Gtt model for each signal region obtained in the context of the cut-and-count analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively. The shaded bands around the expected limits show the impact of the experimental and background uncertainties. The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by $\pm 1\sigma$ of its theoretical uncertainty. The 95% CL expected and observed limits from the ATLAS search based on 2015 data [247] are also shown.
Appendix H

HEPDATA PLOTS

This appendix serves to show all the plots for HEPData [262] which are provided as a reference for theorists and analyzers who want to reinterpret this thesis analysis. See section 8.4 for more details.
Figure H.1: Signal acceptances (truth level) for the 0-lepton and 1-lepton signal regions.
Figure H.2: Signal acceptances $\times$ efficiencies (reconstruction level) for the 0-lepton and 1-lepton signal regions.

(a) 0-lepton Boosted
(b) 0-lepton Moderate
(c) 0-lepton Compressed
(d) 1-lepton Boosted
(e) 1-lepton Moderate
(f) 1-lepton Compressed
Figure H.3: Signal efficiencies for the 0-lepton and 1-lepton signal regions.