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This thesis presents a search for dark matter production in association with a Higgs boson decaying to a pair of bottom quarks, using data from 20.3 fb$^{-1}$ of proton-proton collisions at a center-of-mass energy of 8 TeV collected by the ATLAS detector at the LHC. The dark matter particles are assumed to be Weakly Interacting Massive Particles, and can be produced in pairs at collider experiments. Events with large $E_T^{\text{miss}}$ are selected when produced in association with high momentum jets, of which at least two are identified as jets containing $b$-quarks consistent with those from a Higgs boson decay. To maintain good detector acceptance and selection efficiency of the signal across a wide kinematic range, two methods of Higgs boson reconstruction are used. The Higgs boson is reconstructed either as a pair of small-radius jets both containing $b$-quarks, called the “resolved” analysis, or as a single large-radius jet with substructure consistent with a high momentum $b\bar{b}$ system, called the “boosted” analysis. The resolved analysis is the focus of this thesis. The observed data are found to be consistent with the expected Standard Model backgrounds. The result from the resolved analysis is interpreted using a simplified model with a $Z'$ gauge boson decaying into different Higgs bosons predicted in a two-Higgs-doublet model, of which the heavy pseudoscalar Higgs decays into a pair of dark matter particles. Exclusion limits are set in regions of parameter space for this model. Model-independent upper limits are also placed on the visible cross-sections for events with a Higgs boson decaying into $b\bar{b}$ and large missing transverse momentum with thresholds ranging from 150 GeV to 400 GeV.
Chapter 1
Introduction

The existence of dark matter (DM) is one of the most striking evidence of physics beyond the Standard Model. Based on standard cosmology theory and observations, the total mass-energy of the known universe contains 4.9% visible matter, 26.8% DM, and 68.3% dark energy [5]; in other words, of all the matter in our universe, there are about five times more DM compared with standard, visible matter. Despite its abundance and a plethora of direct and indirect evidence, the properties of DM, its physical laws and how it connects to standard model (SM) particles remain unknown.

There are mainly three classes of experiments to search for DM: direct detection experiments that measure DM particles from the cosmos recoiling off nucleons of ordinary matter, indirect detection experiments that search for deviations in known particle distributions in the sky which may be a result of dark matter annihilation, and collider experiments where dark matter may be produced and detected as a form of missing energy. The three methods are complementary in determining if a signal observed is indeed from DM and the nature of DM [6].

The leading hypothesis suggests that most of the DM is in the form of stable, electrically neutral, massive particles, i.e., Weakly Interacting Massive Particles [7]. This scenario gives rise to a potential signature at a proton-proton collider where one or more Standard Model (SM) particles, “X”, is produced and detected, recoiling against missing transverse momentum (with magnitude $E_T^{\text{miss}}$) associated with the noninteracting DM. Two approaches are commonly used to model generic processes yielding a final state with a particle $X$ recoiling against a system of noninteracting particles. One option is to use nonrenormalizable operators in an effective field theory (EFT) framework [8], where particles that mediate the interactions between DM and SM particles are too heavy to be produced directly in the experiment and are described by contact operators. Alternatively, simplified models that are characterized by a minimal number of renormalizable interactions and hence explicitly include the particles at higher masses can be used [3]. The EFT approach is more model-independent, but is not valid when a typical momentum transfer of the process approaches the energy scale of the contact operators that describe the interaction. Simplified models do not suffer from this concern, but include more assumptions by design and are therefore less
generic. The two approaches are thus complementary and both are used in collider searches for DM.

Recent searches at the Large Hadron Collider (LHC) consider “X” to be a hadronic jet [1, 9], heavy-flavor jet [10, 11], photon [12, 13], or W/Z boson [14, 15]. The discovery of the Higgs boson $h$ [16, 17] provides a new opportunity to search for DM production via the $h + E_T^{\text{miss}}$ signature [18-20]. In contrast to most of the aforementioned probes, the visible Higgs boson is unlikely to have been radiated from an initial-state quark or gluon, and the signal would give insight into the structure of DM coupling to SM particles. The observed final states are $E_T^{\text{miss}}$ plus the Higgs decay products, with an invariant mass constrained to be relatively close to the Higgs mass of around 125 GeV.

The thesis describes a search for WIMP pair production in association with a Higgs boson using the data set corresponding to 20.3 fb$^{-1}$ of $pp$ collisions at a center-of-mass energy of 8 TeV collected by the ATLAS detector at the Large Hadron Collider during the year 2012. Specifically, we look at the channel where the Higgs boson decays to a pair of bottom quarks, taking advantage of the large branching ratio of the $b\bar{b}$ mode. Two methods of Higgs boson reconstruction are used, the “resolved” channel where the Higgs boson is reconstructed as two separate $b$-quark jets, and the other “boosted” channel where the Higgs boson is reconstructed as a single large-radius jet using jet substructure techniques. Both EFT models and a simplified model of DM production with a Higgs boson are considered. After studying the interplay between the two sets of models and analysis channels, there is a clear advantage of one analysis channel over the other for either set of models based on signal sensitivity, and for simplicity, the results for the simplified model are given using the resolved analysis, and the EFT models are interpreted using the boosted analysis.

The focus of this thesis is on the resolved channel of the analysis, completed by the author. The results are interpreted as constraints in regions of parameter space for a simplified model with a $Z'$ gauge boson and two Higgs doublets ($Z' - 2HDM$), where the DM is coupled to the heavy pseudoscalar Higgs $A^0$, i.e., $Z' \rightarrow hA^0 \rightarrow bb\chi\chi$. Model-independent upper limits on the visible cross-section for final states with large missing energy and a Higgs boson decaying to two $b$'s are also given.

This thesis is organized as follows. Chapter 2 describes the Standard Model (SM) of particle physics, including the Higgs boson and its discovery, and a sketch of potential physics beyond-the-Standard-Model (BSM) that are relevant to the content of this thesis. Chapter 3
gives an overview of dark matter, starting from a brief description of standard cosmology (Section 3.1), to introducing the most important cosmological evidence for the existence of dark matter (Section 3.3) and the leading candidates (Section 3.4), and finally Section 3.5 describes the three complementary methods of dark matter searches at experiments, one of which being collider production, which brings the reader to Chapter 4 on the Large Hadron Collider, the ATLAS detector and its trigger system for data-acquisition. Chapter 5 gives a brief overview of important theoretical models and corresponding existing search channels for DM production at ATLAS, and Chapter 6 brings the focus to the search for DM produced in association with a Higgs boson decaying to two $b$-quarks, after which the analysis in the resolved channel of the $E_{T}^{\text{miss}} + h(\rightarrow b\bar{b})$ final state is given in detail. Chapter 7 describes the $Z'-2HDM$ simplified model. Chapter 8 defines the physics objects and triggers used in this analysis, and their reconstruction and selection methods. Chapter 9 gives the selection criteria used to select the $E_{T}^{\text{miss}} + h(\rightarrow b\bar{b})$ signal, and the corresponding detector acceptance and selection efficiency for the $Z'-2HDM$ signal. The main background processes in this analysis, how they are modeled and how well the background estimation describes data in various control regions and validation regions, are described in detail in Chapter 10. The systematic uncertainties associated with both simulated background and signal processes are evaluated in Chapter 11. Finally, Chapter 12 gives the results of this analysis, both in terms of constraints in regions of parameter space for the $Z'-2HDM$ simplified model, and model-independent upper limits on potential BSM events with the $E_{T}^{\text{miss}} + h(\rightarrow b\bar{b})$ final state. An overall conclusion is presented in Chapter 13.
Chapter 2

The Standard Model and Beyond

The Standard Model (SM) is a theory that describes the fundamental particles and their interactions, with the exception of gravitational interactions. Experimental observations over the past several decades have proven that the SM accurately describes the physics at energy levels accessible in the laboratory. The discovery of the Higgs boson during RunI of the LHC marks the completion of the theory, but various experimental hints and theoretical calculations also point to limitations of the SM.

This chapter is organized as follows: Section 2.1 starts by providing an overview of the Standard Model; the theory of the Higgs boson and its discovery is described in Section 2.2 and Section 2.3 sketches out the open questions and possible answers regarding physics beyond-the-Standard-Model that are most pertinent to the topics of this thesis.

2.1 The Standard Model

The Standard Model (SM) of particle physics has been developed through the latter half of the 20th century, guided by both theoretical predictions and experimental discoveries. It encompasses three of the four fundamental forces of nature with the exception of gravity, namely the strong, electromagnetic, and weak forces. In the SM, all matter is made up of two types of particles: fermions that have half-integer spin and are governed by Fermi-Dirac statistics, and bosons that have integer spin and follow Bose-Einstein statistics. The fundamental building blocks of matter are fermions in the SM, while the mediators of forces that dictate their interactions are bosons. Each particle in the SM, whether a fermion or a boson, has a corresponding antiparticle identical in mass but opposite in quantum charge: in most cases a particle and its antiparticle are different particles, but occasionally a particle may be its own antiparticle. Fig. 2.1 summarizes the different particles in the SM, their properties and interactions.

Bosons The different groups of bosons in the SM act as mediators for each of the three types of force described in the SM.

The photon is the mediator of the electromagnetic force, and couples to all fermions with a non-zero electromagnetic charge. The photon itself is massless, electromagnetic-charge-
Figure 2.1: An overview of the Standard Model, including the particles, their properties and interactions.
neutral, and has a spin of 1. The photon is its own antiparticle and was the first boson to be examined experimentally.

The gluon is the mediator of the strong force, and couples to all fermions with a color charge. The gluon carries color charge itself as well, which means unlike the photon, the gluon not only mediates the strong force, but also participates in it. Depending on the different combinations of the color charge, gluons come in eight varieties, given that the ninth possibility in the form of the singlet state \((r\bar{r} + b\bar{b} + g\bar{g})/\sqrt{3}\) does not exist, indicating that strong interactions happen on short distance scales. Gluons are massless and have a spin of 1. They were first discovered at DESY in the late 1970s.

The \(W^\pm\) and \(Z\) bosons are the mediators of the weak force, and couple to all fermions. The \(W^\pm\) bosons carry the weak charged current, while the \(Z\) boson is the mediator of the weak neutral current. The \(W^\pm\) bosons have electromagnetic charges of \(\pm 1\), and are each other’s antiparticle. The \(Z\) boson is electromagnetic-charge-neutral and its own antiparticle. The \(W^\pm\) and \(Z\) bosons have a spin of 1. They were discovered at the UA1 and UA2 experiments at CERN in the late 1980s.

The final boson, which was also the last missing piece of the SM until its discovery at the LHC in 2012, is the Higgs boson, or the boson of the Brout-Englert-Higgs mechanism. Its properties and discovery will be discussed in more detail in Sec. 2.2.

Fermions  The fermions in the SM are divided into two groups of very different properties, namely quarks and leptons, all of which have spin of 1/2. Both quarks and leptons can be divided into three generations, where the first generation corresponds to what exists in common matter, and the second and third generations, having higher masses, can be accessed at increasingly higher energies. The quarks feel the strong force, while the leptons do not.

Quarks, regardless of the generation, can be divided into two types depending on the electromagnetic charge. The up-type quarks have a charge of \(2/3\), and the down-type quarks have a charge of \(-1/3\). Leptons can be categorized as charged leptons and neutrinos.

Gauge Theory  The SM is based on a mathematical framework called Quantum Field Theory \([25]\), which is used to construct quantum mechanical models of particles. Within the framework, particles are represented by states of quantized fields. Interactions among particles are governed by a Lagrangian. The SM is a gauge theory, meaning the Lagrangian
is invariant under a continuous group of local transformations. In particular, the SM Lagrangian is invariant under transformations of the group $SU(3)_c \times SU(2)_L \times U(1)_Y$.

Gauge fields with integer spin are included in the model to maintain this invariance, and excitations in these fields correspond to gauge bosons. There are a total of twelve gauge bosons: eight gluons corresponding to the generators of $SU(3)_c$, two oppositely charged $W$ bosons corresponding to generators of $SU(2)_L$, and a neutral $Z$ boson and a photon ($\gamma$), which correspond to linear combinations of generators for $SU(2)_L$ and $U(1)_Y$. The gauge bosons ensure that the SM is renormalizable, which is a form of consistency that is necessary for the model to have predictive power.

To match the gauge theory, the left-handed fermions exist as doublets under $SU(2)_L$, while the right-handed fermions are singlets. This gives rise to the three generations of quark doublets and singlets, as shown in Eq. 2.1, as well as the three generations of lepton doublets and singlets, with the caveat that there are no right-handed neutrinos or left-handed anti-neutrinso (Eq. 2.2).

\[
\begin{pmatrix}
  u \\
  d'
\end{pmatrix}_L 
\begin{pmatrix}
  c \\
  s'
\end{pmatrix}_L 
\begin{pmatrix}
  t \\
  b'
\end{pmatrix}_L 
\begin{pmatrix}
  u_R \\
  d_R \\
  c_R \\
  s_R \\
  t_R \\
  b_R
\end{pmatrix} \tag{2.1}
\]

\[
\begin{pmatrix}
  \nu_e \\
  e^-
\end{pmatrix}_L 
\begin{pmatrix}
  \nu_\mu \\
  \mu^-
\end{pmatrix}_L 
\begin{pmatrix}
  \nu_\tau \\
  \tau^-
\end{pmatrix}_L 
\begin{pmatrix}
  e^-_R \\
  \mu^-_R \\
  \tau^-_R
\end{pmatrix} \tag{2.2}
\]

The quarks which are primed are weak eigenstates related to mass eigenstates by the Cabibbo-Kobayashi-Maskawa (CKM) matrix (Eq. 2.3).

\[
\begin{pmatrix}
  d' \\
  s'
\end{pmatrix}_L 
\begin{pmatrix}
  V_{ud} & V_{us} & V_{ub} \\
  V_{cd} & V_{cs} & V_{cb}
\end{pmatrix} 
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix} = \tilde{V}_{\text{CKM}} 
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix} \tag{2.3}
\]

The diagonal elements in the CKM matrix (Eq. 2.3) are nearly 1, showing the dominance
of the same generation. However, the non-zero off-diagonal elements indicate the possibility of generation-changing and flavor-changing processes, mediated by the $W^\pm$ bosons unique to the weak force.

### 2.2 Spontaneous Symmetry Breaking and the Higgs Boson

The theory described in Sec. 2.1 presents a fairly good framework of particles and their interactions; however, it also poses a number of problems when compared with experimental observations, especially in terms of the masses of the particles discovered. First, consider the part of the SM that describes the electromagnetic and weak interactions, governed by the $SU(2)_L \times U(1)_Y$ symmetry. To preserve gauge invariance the gauge bosons need to be massless (i.e. the gauge fields must be included without mass terms). However, the $W^\pm$ and $Z$ bosons responsible for mediating weak interactions need to have large masses to properly describe the weak force. The masses of the quarks and leptons show another problem. Weak interactions are found to violate parity, coupling differently to left- and right-handed fermion helicity states. This is accounted for in the SM by treating left- and right-handed fermions as different fields with different couplings. A fermion mass term in the Lagrangian would couple these different fields, hence breaking the gauge invariance. Thus, the fermions should be massless as implied by a gauge invariant left-handed interaction, which is inconsistent with observations.

These problems can be resolved by the mechanism called “spontaneous symmetry breaking” [26-30]. Additional quantum fields with zero–spin (scalar) that couple to the $SU(2)_L \times U(1)_Y$ electroweak gauge fields are added to the Lagrangian. The scalar fields are constructed such that the zero values do not correspond to the lowest energy state. Instead, the potential takes on the shape of a *Mexican Hat*. Starting from the origin which has a local maximum, the potential drops to the minimum before rising again, and the local minimum is identical around the ring of the local potential. As a result, while the Lagrangian preserves gauge invariance under $SU(2)_L \times U(1)_Y$, the symmetry is broken in the ground state and the scalar fields take on a non-zero value, referred to as the vacuum expectation value, or $v_{ev}$. The $v_{ev}$ couples to fermion and gauge fields while preserving gauge invariance, giving rise to the masses of gauge bosons and fermions observed in nature.

Spontaneous symmetry breaking also predicts a neutral, massive scalar boson called the
Higgs boson $h$. The couplings of the Higgs to gauge bosons in the SM are determined by the
gauge couplings, and the couplings to fermions are proportional to the fermion masses. The
mass of the Higgs itself depends on an arbitrary parameter associated with the symmetry
breaking and thus is not fixed in the SM.

At the time of the turn-on of the LHC, the Higgs boson was the last missing piece of
the SM. The monumental moment in the search for the SM Higgs boson came on July 4,
2012, when the ATLAS and CMS collaborations both announced discoveries of a new “SM
Higgs-like” particle with a mass near 125 GeV [16, 17]. Extensive experimental studies of
the properties of the new boson, and how it interacts with other particles ensued, all of
which yielding results consistent with SM predictions (Fig. 2.2), including its couplings to
fermions and bosons, production rate, decay width, spin, and CP quantum numbers. With
the increase in energy and luminosity at RunII of the LHC resulting in orders of magnitude
larger production rates, future measurements of the Higgs properties could reveal deviations
from the SM.

2.3 Physics Beyond the Standard Model

Despite being one of the most robust and successful physics models in describing the world
we know of, the SM has its limitations. Increasing experimental evidence and theoretical
conjectures point to a widely accepted view that a more fundamental theory exists with the
SM being its low-energy realization.

One open question is the striking asymmetry of matter versus antimatter. Basic laws
of symmetry and thermal equilibrium should have resulted in the production of an equal
amount of matter and antimatter at the creation of the universe. However, the visible
universe today is dominated by matter while antimatter have essentially vanished. This
is known as Charge-Parity-Violation (CPV). While the SM provides CPV terms that can
account for part of the asymmetry, it is an open topic for investigation as whether the
parameters are sufficient to present the level of matter-antimatter asymmetry in the current
universe.

The phenomenon of neutrino oscillations, observed in both atmospheric neutrinos origi-
nating from electromagnetic cascades initiated by cosmic rays, and solar neutrinos, poses
another serious challenge. This indicates that neutrinos do have mass and the flavour of
Figure 2.2: Best-fit values of the $\sigma(gg \to H \to ZZ)$ cross section and of ratios of cross sections and branching ratios for the combination of ATLAS and CMS measurements of the Higgs boson. Also shown for completeness are the results for each experiment. The error bars indicate the 1\(\sigma\) (thick lines) and 2\(\sigma\) (thin lines) intervals. In this figure, the fit results are normalised to the SM predictions for the various parameters and the shaded bands indicate the theory uncertainties on these predictions.
the neutrino may oscillate under a rotation matrix (the PMNS matrix) similar to the CKM matrix for quarks, while the SM stipulates that neutrinos are massless.

As mentioned in Sec. 2.2, the discovery of the Higgs boson completes the SM, though the SM gives no prediction of the Higgs boson mass, which is currently measured to be $125.09 \pm 0.21\text{(stat)} \pm 0.11\text{(syst)} \text{GeV}$ \cite{31} (the “stat” denotes the statistical uncertainty and “syst” refers to the systematic uncertainty). This means the electroweak scale is $\mathcal{O}(100\text{GeV})$, while the Planck scale is at $\mathcal{O}(10^{19}\text{GeV})$. The enormous difference is called the hierarchy problem, indicating that either the universe is incredibly fine-tuned, or there is some form of new physics that can cancel out the divergence and stabilize the Higgs boson mass. Another fundamental question is the so-called grand unification, concerning whether there is a unified description addressing the three gauge interactions in the SM, i.e. electromagnetic, weak, and strong interactions. How gravity might be able to be merged into a greater symmetry adds another layer of mystery to our understanding of the universe.

Finally, the SM provides no viable candidate to account for the abundance of DM in the universe, let alone the case of dark energy. The neutrinos, despite being electromagnetically neutral and weakly interacting particles with non-zero masses, have been essentially ruled out as dominant DM candidates because they are simply not abundant enough. The existence of DM is hence a strong motivation to search for physics beyond the SM (BSM). Various BSM theories predict new particles that may be DM candidates, which can be tested through experiments that in turn constrain such theories.
Chapter 3
An Overview of Dark Matter

Dark matter (DM), the existence of which was observed through the gravitational effects in large astrophysical systems, is one of the greatest mysteries in physics today. In the Standard Model discussed in Chapter 2, there is no viable dark matter candidate. This chapter is devoted to give an overview of what we know so far of dark matter, and the theoretical and experimental efforts underway to find out more about this elusive matter that makes up more than a quarter of the mass–energy of our universe.

This chapter is organized as follows: Section 3.1 gives a brief overview of the standard cosmological model; Section 3.2 discusses the calculation of the abundance of DM in our universe based on its cosmological history and thermal equilibrium rules; the compelling evidence for the existence of DM at different astrophysical scales is presented in Section 3.3; Section 3.4 lists a few of the leading hypothesis of DM candidates and their physical laws; finally, the experimental methods, categorized as direct detection, indirect detection, and collider production, are described in Section 3.5.

3.1 Standard Cosmology

The so-called Big Bang scenario, which describes the Universe as a system evolving from a highly compressed state existing around $10^{10}$ years ago, is a generally accepted theory underlining the Standard cosmological model. This model, albeit partial, allows us to explain in a satisfactory way many observed properties of the Universe, including the thermal history, relic background radiation, abundance of elements, and large scale structures.

The standard cosmological model starts from the Einstein Equation (Eq. 3.1), which describes the relationship between the geometry of the universe and its mass and energy content.

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = -\frac{8\pi G_N}{c^4} T_{\mu\nu} + \Lambda g_{\mu\nu},$$

(3.1)

The left side of the equation describes the geometry of the universe, and the right side defines its energy and momentum. where $R_{\mu\nu}$ and $R$ are, respectively, the Ricci tensor and scalar (obtained by contraction of the Riemann curvature tensor). $g_{\mu\nu}$ is the metric tensor, $G_N$ is Newton’s constant, $T_{\mu\nu}$ is the energy-momentum tensor, and $\Lambda$ is the so-called cosmological
The cosmological constant term was initially introduced by Einstein to obtain a stationary solution for the Universe and subsequently abandoned when the expansion of the Universe was discovered. Its importance is only realized later, as the presence of the constant $\Lambda$ indicates that in the absence of any energy or momentum associated with the matter content of the universe, i.e. $T_{\mu\nu} = 0$, there is a “vacuum energy” associated with space-time itself, and is a source of gravitational field even in the absence of matter.

With the Einstein equation defined, one needs to specify the metrics, i.e. the symmetries of the problem in order to solve the equation. Here we assume the properties of statistical homogeneity and isotropy of the Universe, which not only greatly simplifies the mathematical analysis, but are also confirmed by many observations, for example the isotropy of the Cosmic Microwave Background (CMB), and a homogeneous distribution at scales in excess of $\sim 100$ Mpc from galaxy surveys. With this metric, the line element can be expressed as

$$ds^2 = -c^2dt^2 + a(t)^2 \left( \frac{dr^2}{1 - kr^2} + r^2d\Omega^2 \right),$$

where $a(t)$ is the so-called scale factor and the constant $k$, describing the spatial curvature, can take the values $k = -1, 0, +1$, where for example $k = 0$ would imply a flat universe.

Solving the Einstein equations with this metric leads to the Friedmann equation

$$\left( \frac{\dot{a}}{a} \right)^2 + \frac{k}{a^2} = \frac{8\pi G}{3} \rho_{tot},$$

where $\rho_{tot}$ is the total average energy density of the universe, and $\frac{\dot{a}(t)}{a(t)}$ is the Hubble parameter $H_0 = 73 \pm 3 \text{ km s}^{-1} \text{ Mpc}^{-1}$.

From Eq. 3.3, the critical density $\rho_c$ is the energy density with a flat universe i.e. $k = 0$ :

$$\rho_c \equiv \frac{3H^2}{8\pi G_N}.$$

By convention, the abundance of a substance $i$ in the Universe, $\Omega_i$, can be expressed as ratio of its density $\rho_i$ over $\rho_c$:

$$\Omega_i \equiv \frac{\rho_i}{\rho_c}.$$
\[ \begin{array}{|c|c|c|c|}
\hline
\rho < \rho_c & \Omega < 1 & k = -1 & \text{open} \\
\rho = \rho_c & \Omega = 1 & k = 0 & \text{flat} \\
\rho > \rho_c & \Omega > 1 & k = 1 & \text{closed} \\
\hline
\end{array} \]

Table 3.1: Classification of cosmological models based on the value of the average density, \( \rho \), in terms of the critical density, \( \rho_c \).

And the total density of the universe is the sum of \( \Omega_i \):

\[ \Omega = \sum_i \Omega_i \equiv \sum_i \frac{\rho_i}{\rho_c}, \quad (3.6) \]

The Friedmann equation (Eq. 3.3) can thus be written as

\[ \Omega - 1 = \frac{k}{H^2 a^2}. \quad (3.7) \]

The sign of \( k \) is therefore determined by the value of \( \Omega \) with respect to 1. The shape of the universe based on the values of the average density with respect to the critical density is given in Tab. 3.1.

After defining the Einstein Equation (Eq. 3.1) and the metrics, the third fundamental piece in the standard cosmological model is the equation of state describing the evolution over time. The expansion rate, which depends on the state of individual components, can be expressed as:

\[
\frac{H^2(z)}{H_0^2} = \left[ \Omega_X (1+z)^{3(1+\alpha_X)} + \Omega_K (1+z)^2 + \Omega_M (1+z)^3 + \Omega_R (1+z)^4 \right] 
\]

where \( M \) and \( R \) are labels for matter and radiation, \( \Omega_K = \frac{k}{a_0^2 H_0^2} \) and \( X \) refers to a generic substance with equation of state \( p_X = \alpha_X \rho_X \) (in particular, for the cosmological constant, \( \alpha_\Lambda = -1 \)), and \( z \) is the redshift.
3.2 Relic Density

Based on the standard model of cosmology, one could trace the history of our universe by extrapolating known physics back to the Planck epoch, when the universe was $t = 10^{-43}$ seconds old or less with an energy scale at the Planck mass of $M_{Pl} = 10^{19}$ GeV, and gravitational interactions were either dominant or part of an overall theory. At the end of the Planck epoch, the gravitational force has lost its significance, and the strong, weak, and electromagnetic forces were likely unified into an overall theory. We omit the complete run-down of the major epochs since the Planck epoch up to the current day energy scale of $T = 2.7K \sim 10^{-4}$ eV here, but only point out two periods important to the existence of DM in the universe today and its constraints.

- Variable time: this is the period when weakly interacting dark matter candidates with energy scale of $\sim 10^1 - 10^3$ GeV *freeze-out*, which can also span variable scales depending on the nature of the DM.

- $t = 0.1 \rightarrow 10^3 s$: this is the era of Big Bang Nucleosynthesis (BBN) with energy scale of $\sim 100$ KeV up to 10 MeV. During this period, protons and neutrons form light elements including D, $^3$He, $^4$He, and Li.

The standard cosmological model, also known as the $\Lambda$CDM model, is named by suggesting a non-zero cosmological constant $\Lambda$, and dark matter (DM) as a Cold (C) i.e. non-relativistic particle when the *freeze-out* or decoupling occurred. It is possible that DM is *hot*, i.e. can decouple at relativistic energies, or are not in the form of particles, but these hypothesis are strongly disfavored by empirical evidence and theoretical projections. Assuming DM is cold, one can calculate the abundance of DM in the universe today, the so-called *relic density*, based on thermal equilibrium of a system using the Boltzmann Equation. As the universe expands and its temperature decreases, the ambient energy becomes insufficient to produce the particle. The existing particles continue to interact and annihilate, until the interaction rate drops below the expansion rate of the universe and the equilibrium could not long be maintained, at which point the particle is said to be *decoupled*.

The relic density can be expressed in terms of the critical density (see Eq. 3.5)

$$\Omega_X h^2 \approx 1.07 \times 10^9 \text{GeV}^{-1} \frac{x_F}{M_{Pl}} \frac{1}{\sqrt{g_*(a + 3bT_F/m_x)}},$$  (3.8)
where $a$ and $b$ have units of $\text{GeV}^{-2}$, $T_F$ is the freeze-out temperature denoting the energy at which freeze-out occurs, $g_*$ is evaluated at the freeze-out temperature, and $h = H_0/100 \, \text{km s}^{-1} \, \text{Mpc}^{-1}$ where $H_0$ is the Hubble parameter. A frequently used estimation accurate within an order of magnitude is

$$x_F = \ln \left[ c(c+2) \sqrt{\frac{45}{8}} \frac{g}{2\pi^3} \frac{m}{g_*^{1/2} x_F^{1/2}} \frac{M_{\text{Pl}}(a+6b/x_F)}{a + 6b/x_F} \right],$$  \hspace{1cm} (3.9)$$

where $c$ is a constant of order one determined by matching the late-time and early-time solutions.

It is worth noting that the aforementioned equations are obtained with a series of simplifying assumptions. Scenarios like the presence of a scalar field in the early universe, or resonance enhancements (coannihilations) can drastically change the value of the relic density. In particular, the case of coannihilations is well-established in models with Supersymmetric particles.

### 3.3 Evidence of Dark Matter

While the exact nature of DM remains a mystery, many independent observations of different astrophysical scales have made strong cases for the existence of DM in our universe.

On the galactic scale, the most convincing and direct evidence of DM comes from observing the rotation curves of galaxies. The graph of circular velocities of stars and gas inside a galaxy as a function of their distance from the galactic center, i.e. the rotation curve, often exhibits a characteristic flat behavior at large distances far beyond the edge of visible disks. This strongly suggests the existence of a “dark” halo with $M(r) \propto r$ and $\rho \propto 1/r^2$, though the total amount of dark matter present is difficult to quantify not knowing the distances to which the halos extend. Other evidence for DM at the galactic scale comes from mass modeling of the detailed rotation curves, and strong gravitational lensing in some elliptical galaxies.

Moving up the observational scale, we look at clusters of galaxies. For the baryonic mass
of a typical cluster, the temperature should follow the equation

$$kT \approx (1.3 - 1.8)\text{keV} \left(\frac{M_r}{10^{14}M_\odot}\right) \left(\frac{1\text{Mpc}}{r}\right)$$  (3.10)

where $M_r$ is the baryonic mass enclosed within the radius $r$. The disparity between the temperature obtained using Eq. 3.10 and the corresponding observed temperature, $T \approx 10\text{keV}$, suggests the existence of a substantial amount of dark matter in galactic clusters, which may be compared against estimates from gravitational lensing data.

Scanning the entire universe, crucial information on both the existence and the amount of DM can be obtained from analysis of the Cosmic Microwave Background (CMB), which is the background radiation from the propagation of photons in the early universe, once they were decoupled from matter. CMB is experimentally measured to be isotropic at the $10^{-5}$ level and appears to follow with extraordinary precision the spectrum of a black body corresponding to a temperature $T = 2.726 \text{K}$. By extracting information from CMB anisotropy maps, the abundance of baryons and matter in the Universe is found to be (Ref. [32])

$$\Omega_b h^2 = 0.0224 \pm 0.0009 \quad \text{and} \quad \Omega_M h^2 = 0.135^{+0.008}_{-0.009}. \quad (3.11)$$

The value of $\Omega_b h^2$ thus obtained is consistent with predictions from Big Bang nucleosynthesis (Ref. [33])

$$0.018 < \Omega_b h^2 < 0.023. \quad (3.12)$$

Finally, we bring the focus back to our galaxy, the Milky Way, where there is an abundance of observational data across wide ranges. Observations of the velocity dispersion of high proper motion stars suggest the existence of a Super Massive Black Hole (SMBH) lying at the center of our galaxy, with a mass, $M_{\text{SMBH}} \approx 2.6 \times 10^6 M_\odot$ [34], the process of adiabatic accretion of DM on which would produce “spikes” in the DM density profile. These “spikes” would in turn produce dramatic increases in the annihilation radiation from the galactic center, which may be observed through indirect detection experiments introduced in Sec. 3.5. The local density of DM can also be determined by analyzing the rotation curves of the Milky Way.
3.4 Theories of Dark Matter Candidates

Despite the compelling evidence for DM as presented in the previous section, we have yet to observe any coupling to DM with a force other than gravity, which is too weak for localized experimental searches. Thus, a plethora of theoretical models have been proposed to describe the possible nature of DM and its interaction with SM observables, the most compelling of which being that DM is a type of Weakly Interacting Massive Particle (WIMP). The so-called WIMP miracle calculates that a particle with a mass at the weak scale ($\mathcal{O}(\text{GeV})$ to $\mathcal{O}(\text{TeV})$) which has a weak coupling to the SM can match the observed relic density from CMB analysis.

Of the WIMP candidates of DM particles, two classes are particularly interesting, as both also belong to popular extensions of the Standard Model, namely Supersymmetry (SUSY) and Extra-dimensions.

**Supersymmetry** As a popular proposed solution to the hierarchy problem, among other theoretical motivations, SUSY introduces a fermionic “Superpartner” to each boson, and vice versa. Different SUSY models of varying degrees of complexity and completeness exist, starting from the minimal supersymmetric extension of the Standard Model (MSSM), where fermionic superpartners are associated to all gauge fields, scalar partners are associated to fermions, and one additional Higgs field is introduced yielding a total of two Higgs doublets corresponding to five Higgs bosons.

One feature of the MSSM is the conservation of $R$-parity. $R$-parity is a multiplicative quantum number defined as

$$R \equiv (-1)^{3B+L+2S}.$$  

All of the Standard Model particles have $R$-parity $R = 1$ and all “sparticles” (i.e. superpartners) have $R = -1$. Due to $R$-parity conservation, sparticles can only decay into an odd number of sparticles plus Standard Model particles. The lightest sparticle (Lightest Supersymmetric Particle, or LSP) hence is stable and can only be destroyed via pair annihilation, making it an excellent DM candidate. Among potential LSP particles, the neutralino, which is a Majorana fermionic mass eigenstate from mixing of the spartners of the photon, $Z$, and the neutral Higgs bosons, is not excluded by direct detection experiments, and can be sensitive to searches via its self-annihilation or interactions with SM particles. There have
been a number of additional sparticles proposed by different SUSY models which can be DM candidates.

**Extra-dimensions** In the search for a fundamental unification theory encompassing all known interactions, theories with extra spatial dimensions are developed. In models with unified extra dimensions, in which all particles and fields of the SM can propagate into extra-dimensions, the lightest of all states corresponding to the first excitations of the SM particles, i.e. the lightest Kaluza-Klein particle, is a viable DM candidate if it is electrically neutral (e.g. Ref. [35]).

While WIMPs remain the most appealing DM candidate, other types of DM candidates have been proposed as well. One of them is **Axions** (e.g. Ref. [36]), which are expected to be very light on the order of 0.01 eV or below, and extremely weakly interacting. More recently, there are proposals of DM being Strongly Interacting Massive Particles (SIMPs, e.g. Ref. [37]), or residing inside a large family of “dark sector” particles.

It is important to keep in mind that there is no proof that DM is made of a single particle species. Quite the contrary, we already know SM neutrinos contribute to DM, but are simply not abundant enough. While the upper bound on relic density from CMB analysis is a strict limit, the lower bound can be relaxed assuming the target particle of the search, despite being a viable DM candidate, is only a sub-dominant component of all DM in the universe. This assumption is particularly relevant in experimental searches for DM, as will be discussed in the next section.

### 3.5 Experimental Methods

As discussed in Sec. 3.4 there are many types of theoretical models for DM. Depending on the underlying theoretical assumptions, DM particles (assuming they have particle form) can interact with SM particles in drastically different ways, making searches for DM more model-dependent. For the focus of this thesis, as is with the leading hypothesis, we assume DM particles are WIMPs. Other classes of DM could potentially be detected with similar methods, but they are not discussed here. Under the WIMP assumption, there are two generic types of DM searches. The first is direct searches for particles in Ultra-Violet (UV) complete models, like SUSY searches at collider experiments, where one or more particles
in the model may be a viable DM candidate, but the discovery of the particle is not be the main motivation of the search. This approach is entirely model-dependent, and is also not discussed further. The second classification pertains to more generic DM searches, where there is a “mediator” connecting the SM to the dark sector, as seen in Fig. 3.1. This leads to three related Feynmann diagrams that can be obtained by rotating Fig. 3.1 as appropriate, implying all three approaches have the ability to probe the same type of interaction between DM and SM particles. On the other hand, this figure is a generalization, and in actual experiments, the three approaches may be searching for different types of DM particles.

3.5.1 Direct Detection

Direct detection is one of the most promising methods to search for DM particles, with the ability to probe a wide range of DM mass. The basic idea is that if our universe is filled with DM particles, then it is highly likely some of them may travel through the atmosphere and reach earth, where they would interact with SM particles, and one could build experiments to detect signals of such an interaction. Direct detection experiments make the assumption that WIMPs from the galaxies are non-relativistic with velocity similar to the velocity of stars within the Milky Way $\sim O(100 \text{ km/s})$, hence the typical DM-SM scattering interaction is a nuclear recoil event. For WIMP masses on the GeV to TeV scale, the energy transfer in such an event, assuming the DM scattering is elastic, is at the level of $O(1 \text{ KeV})$ to $O(100 \text{ KeV})$, which may be detected through ionization, scintillation, or phonon methods. To reduce background, direct detection experiments are usually deep underground, and employ special detector shielding to reject background from radioactive decays.

Direct detection experiments can be further categorized as SI (spin-independent) types, where the interaction cross-section only depends on the number of nucleons and motivates the usage of massive target particles like germanium or xenon, and SD (spin-dependent) experiments, where the coupling between the WIMP and the target SM particle depends on the nuclear spin, motivating the usage of highly polarized target material such as fluorine. Some of the leading SI experiments include CDMS-II, CRESST-II, CoGeNT, LUX, and Xenon100. For SD experiments, there are COUPP, IceCube, PICASSO, and SIMPLE.
Figure 3.1: The three categories of experimental methods to search for WIMP-type dark matter. Direct detection looks for DM particle scattering off a SM particle; indirect detection measures possible annihilation of DM particles into SM particles; and a collider experiment searches for DM particle pairs produced from SM particle interactions. The three approaches are complementary.
3.5.2 Indirect Detection

Compared with direct detection experiments in the previous section, indirect detection experiments shift its gaze from deep underground to the distant skies. As indirect detection experiments search for the resulting decay products of DM annihilation, the process relies on the annihilation rate proportional to DM density, and higher DM density can be expected in regions of strong gravitation, such as centers of galaxies or within stars. The decay products may take different forms, but the most common searches are for excesses in anti-particle flux or mono-energetic lines in the photon spectrum. Leading indirect detection experiments include space-based experiments such as AMS and Fermi-LAT, both of which have recently presented results of anti-particle flux excesses which could be compatible with DM annihilation, but may be also a result of other nearby astrophysical sources like pulsars. Further analysis of data and interpretation of results are underway. There is also another class of indirect detection experiments using large telescope arrays, such as HESS, which can be used to constrain DM annihilation rate through measurements of the photon spectrum, and is shown to be typically more sensitive than space-based experiments for high mass DM particles.

3.5.3 Collider Production

Finally, DM particles can be directly produced at collider experiments, where the non-interacting DM particles escape the detector, leaving the distinct signature of large missing transverse momentum, for energy-momentum conservation, recoiling against one or more visible particles. By searching for an excess of such events, one could place constraints on DM production in association with the visible particle(s). The results can be translated to limits on the WIMP-nucleon scattering cross-section and the WIMP-WIMP annihilation cross-section, making the collider results comparable to direct detection and indirect detection experiments respectively.

For low mass DM particles, direct detection is challenging as the nuclear recoil energy may fall to levels below the limits of current detection technologies, typically on the scale of a few KeV. On the other hand, colliders searches are usually more sensitive to low DM masses because the larger production cross-section and stronger kinematic spectrum typical for very light DM particles in comparison to heavier ones in the same model. Moreover, SD direct
detection experiments are in general less sensitive than SI experiments due to the coupling to the nucleon spin rather than nucleon mass. This suppression is important at the nucleon level, but the equivalent notion of chirality at colliders has a much smaller impact. As a result, collider limits are generally stronger than both SI and SD direction detection results for low mass DM, and stronger than SD direct detection limits over the full parameter space considered. Comparisons of the results from ATLAS “mono-jet” search for DM (Ref. [1]), and SI and SD direct detection limits, are shown in Fig. 3.2. Details on collider searches for DM, including benchmark models and search channels, will be presented in Chapter 5.

Figure 3.2: Inferred 90% CL limits on (a) the spin-independent and (b) spin-dependent WIMP–nucleon scattering cross section as a function of DM mass for different operators from the ATLAS “mono-jet” search for DM (Ref. [1]). Results from direct-detection experiments for the spin-independent and spin-dependent cross section, and the CMS (untruncated) results are shown for comparison. Results from gamma-ray telescopes are also shown, along with the thermal relic density annihilation rate.

The three approaches of DM searches, direct detection, indirect detection, and collider production, are complementary to one another. It is important to combine all three methods in order to comprehensively probe the nature of DM and its interaction with the visible sector.
Chapter 4

The ATLAS Experiment at the Large Hadron Collider

The Large Hadron Collider (LHC) is host to a number of high energy physics experiments, one of which being the ATLAS experiment using the namesake detector, on which the work of this thesis is based. This chapter provides a brief introduction to the LHC and the ATLAS detector. More information on the LHC can be found in Ref. [38-40]. Information on the design, construction, and operation of the ATLAS detector can be found in Ref. [2, 4144].

This chapter is organized as follows: Section 4.1 gives an overview of the LHC and the data sets from its collisions used for this thesis; Section 4.2 provides an introduction to the ATLAS detector, including its subdetector systems; finally, the trigger and data acquisition system used to read out and process collision data recorded by the ATLAS detector for physics usage is described in Section 4.3, with a special note given to the Fast Tracker (FTK) track trigger upgrade that the author worked on in Section 4.3.2.

4.1 The Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) is a superconducting particle accelerator and collider located at the European Organization for Nuclear Research (CERN). Constructed between 1998 and 2008, the LHC is currently the largest particle collider in the world. The LHC accelerates particles around a circular 27 km tunnel buried roughly 100 m below ground across the Swiss-French border. An illustration of the machine and the main experiments on it is shown in Figure 4.1. There are four experiments located at collision points around the LHC ring. This thesis is based on data generated by the ATLAS experiment [2], which is designed to study proton-proton (pp) collisions. The CMS experiment [45], located on the opposite side of the ring, is also designed to study pp collisions. The other two experiments are ALICE [46], designed to study heavy ion collisions, and LHCb [47], designed to study physics related to b-hadrons.

Before protons are injected into the LHC, they pass through a number of smaller particle accelerators that successively increase their energy. At the beginning of the injection chain, bunches from hydrogen atoms are accelerated to an energy of 50 MeV in a linear accelerator called LINAC2. They then enter a synchrotron called the PS Booster, which accelerates
Figure 4.1: An illustrated overview of the LHC and the four experiments constructed around the ring: ATLAS, CMS, ALICE, and LHCb.
them to 1.4 GeV and injects them into the Proton Synchrotron (PS). The PS accelerates the protons to 26 GeV and then passes them into the Super Proton Synchrotron (SPS). Once the protons are accelerated to 450 GeV, they are injected into the main LHC ring. This injection chain produces bunches of protons that travel in opposite directions in separate beam pipes. Super-conducting RF cavities located on a section of the ring (IP4) are designed to accelerate the bunches to an energy 7 TeV. The bunches are bent around the ring by super-conducting dipole magnets that generate magnetic fields up to 8.3 T. The beam pipes are nominally designed to contain a total of 2808 bunches, each with roughly $10^{11}$ protons. However, since the machine has only been in full operation for three years it has yet to fully reach the design goals.

Designed to produce collisions with a center of mass energy of 14 TeV, the LHC was turned on for the first time in September, 2008. An accident occurred shortly after it was turned on, when a quench in one of the super-conducting dipole magnets lead to high current, causing a faulty solder connection between magnets to open. An electrical arc ensued, which led to a sudden evaporation of liquid helium, and an explosion that damaged over 50 magnets. Repairs were finished in 2009. When the first LHC run (Run I) took place between 2010 and 2012, the decision was made to operate the machinery at a reduced energy until further upgrades could be made. In 2010 and 2011 the LHC ran with each beam accelerated to 3.5 TeV, producing collisions up to center of mass energy $\sqrt{s} = 7$ TeV. In 2012 the energy of the beams was increased to 4 TeV, leading to collisions up to center of mass energy $\sqrt{s} = 8$ TeV. The machine was shut down in 2013 for maintenance and upgrades. The second run (Run II) began in 2015 at center of mass energy of $\sqrt{s} = 13$ TeV.

A number of features in the proton beams used in the collisions are important to its physics potential. As already mentioned, the energy of the beam is important because higher energy collisions can be used to study more massive particles and shorter distances. Another important characteristic of the beam is luminosity. The instantaneous luminosity is proportional to the rate at which collisions are produced by the accelerator, so a beam with a high instantaneous luminosity is capable of producing data at a high rate. Figure 4.2 shows the peak instantaneous luminosity delivered by the LHC in 2012 [48]. The highest instantaneous luminosity was achieved in 2012 at nearly $8 \times 10^{33}$ cm$^{-2}$ s$^{-1}$, as compared to the design luminosity of $10^{34}$ cm$^{-2}$ s$^{-1}$. If the instantaneous luminosity is integrated over a time window, the result is proportional to the total number of collisions. This is called the
*integrated* luminosity and it is used to characterize the total size of a dataset. The number of collisions producing a specific final state, $N_i$, is the product of the cross-section for that process, $\sigma_i$, and the integrated luminosity, $\int L dt$. Figure 4.3 shows the integrated luminosity accumulated over time in 2012 \cite{18}. The LHC runs in 2010 and 2011 with $\sqrt{s} = 7$ TeV generated a total integrated luminosity of roughly 5 fb$^{-1}$. The full run during 2012 with $\sqrt{s} = 8$ TeV generated roughly 25 fb$^{-1}$. The 2012 dataset was used in this thesis to search for DM particles produced in association with a Higgs boson decaying to two bottom quarks. The *pile-up* effect, referring to multiple $pp$ interactions when two proton bunches cross each other, is important to take into account when generating simulated data. Figure 4.4 shows a luminosity-weighted distribution of the mean number of interactions per bunch crossing ($\mu$) during the 2012 operation \cite{19}. During the 2012 run the mean number of interactions per bunch crossing was as large as 40. More information on the calculation of $\mu$ can be found in Ref. [50].

4.2 The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) is a large general-purpose particle detector at the LHC. It is designed to be sensitive to many different processes in particle physics in both $pp$ collisions and heavy ion collisions, the former of which being the focus of this thesis.

The ATLAS detector has a cylindrical shape and is approximately 25 m high and 44 m long, with a weight of roughly 7000 tons. The beam pipe passes through the middle of the detector along the cylindrical axis of symmetry. Collisions occur at the center and produce particles that emerge outward in all directions.

A right-handed coordinate system is used to characterize particles measured by the ATLAS detector. The $z$-axis (or longitudinal axis) runs along the beam line, the $x$-axis points towards the center of the LHC ring, and the $y$-axis points upward. The origin is defined as the interaction point. The $x - y$ plane perpendicular to the beam line is called the transverse plane. The momentum of particles produced in a collision is conserved in the transverse plane, so the transverse component of momentum, $p_T$, is a commonly used kinematic variable. Longitudinal momentum of the colliding proton constituents is not known because of the undetected produced particles that travel down the evacuated beam pipe, so the conservation of longitudinal momentum is less useful.
Figure 4.2: Peak instantaneous luminosity for $pp$ collisions delivered by the LHC in the year 2012. The periodic dips in luminosity are associated with technical stops of the machine and the introduction of new beam configurations.
Figure 4.3: Integrated luminosity for $pp$ collisions accumulated at the LHC in the year 2012.
Figure 4.4: The luminosity-weighted distribution of the mean number of interactions per proton bunch ($\mu$) crossing during the 2012 LHC run.

Since the ATLAS detector has a cylindrical shape, the Cartesian axes defined above are often converted to an $r - \phi$ coordinate system. In this case, $\phi$ is the azimuthal angle defined with respect to the $x$-axis, and $r$ is the transverse distance from the beam line. The polar angle $\theta$ with respect to the $z$-axis is often reported in terms of an approximate Lorentz invariant parameter called pseudorapidity. The pseudorapidity is given by $\eta = -\ln[\tan(\theta/2)]$. In the $\eta - \phi$ space, the distance $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ is an approximate Lorentz invariant quantity sometimes used to characterize the separation between particles traversing through the detector.

ATLAS records the paths and energies of the particles emerging from the collisions. Depending on how much they interact or how far they travel inside the detector, the particles produced from the collision point and their decay products may pass through several different layers of sub-detectors. Each sub-detector system is designed to be sensitive to different types of particles or their kinematic properties. Figure 4.5 shows an illustration of the ATLAS detector and its different subdetector systems. The innermost layer is called the Inner Detector (ID). This sub-system is designed to reconstruct the trajectories of charged particles. The ID is surrounded by the Electromagnetic and Hadronic Calorimeters, which are designed to measure the energies of electrons, positrons, photons, and hadrons. Surrounding the
calorimeters is the Muon Spectrometer (MS) inside a 0.5 T toroidal magnetic field, designed
to reconstruct muon trajectories.

Many sub-detectors involve two types of components, designed to maximize the precision
of measurements over a wide range of angles. In the central $\eta$ region, also called the barrel region, where particles are approximately perpendicular to direction of the beam, long cylindrical detectors around the beam pipe are used. In the forward $\eta$ region, also called the end-cap region, the particle trajectory becomes more aligned with the beam, hence wheel-shaped endcap detectors are used with the axle of the wheel being the beam pipe. The two scenarios are associated with very different levels of particle flux, which often requires different detector materials. This split between barrel and endcap sub-detectors applies to all three types of ATLAS detector classifications, while the exact $\eta$ separation between the two differs. This classification excludes luminosity detectors and beam conditions monitors, where the former is in the very forward region and the latter exists in multiple regions.

A detailed description of the ATLAS detector and sub-systems is provided in Ref. [2]. The remainder of this section gives a brief overview of each subdetector system.

Figure 4.5: Diagram of the ATLAS detector [2].
4.2.1 Inner Detector

The Inner Detector (ID) is the closest to the interaction point, and is used to reconstruct trajectories of charged particles with energies of at least 500 MeV. The detector consists of modular sensors built around the beam pipe with cylindrical symmetry. There are barrel layers centered at the interaction point, in addition to end cap wheels at each end of the barrel that extend the $\eta$ range. The positions of charged particles are measured with high precision as they traverse the ID layers. All of the ID sensors sit inside a 2 T magnetic field aligned with the beam line, which is generated by a super-conducting solenoid. Charged particles follow helical trajectories as they pass through this field, and the curvature of the trajectories can be used for charge identification and momentum determination. The ID is further composed of three sub-systems, as illustrated in Figure 4.6.

The innermost sub-system is called the Pixel detector [51, 52]. This component has three layers in the barrel and three layers in each end cap, providing uniform coverage in $\phi$ for $|\eta| < 2.5$. Each of the layers consists of many silicon sensors or pixels, each 50 by 400 $\mu$m. When charged particles pass through the silicon sensors they generate electron-hole pairs that drift in an applied electric field to a readout device. The system contains a total of 80 million readout channels and provides a position resolution of 10 $\mu$m in the $r-\phi$ plane, and 115 $\mu$m in the $z$-direction. This level of precision is necessary for resolving dense tracking environments, when many charged particles are produced in collisions.

The Pixel detector is surrounded by the SCT (semiconductor tracker) [53, 54], which consists of four double layers in the barrel and nine layers in each end cap, providing coverage for $|\eta| < 2.5$. The SCT is composed of strips of solid silicon that operate similarly to the silicon sensors in the Pixel detector. Each strip has a length of 126 mm and a pitch of 80 $\mu$m (in the barrel region). The SCT layers are each composed of two sets of silicon strips with axes tilted by 40 mrad with respect to one another. The entire SCT has roughly 60 million readout channels. The pairs of strips locate charged particle positions with an accuracy of 17 $\mu$m in the in $r-\phi$ plane, and 580 $\mu$m along the $z$-axis.

The outermost sub-system in the ID is called the TRT (transition radiation tracker) [55]. The TRT contains roughly 300,000 straw drift tubes that occupy 70 layers in the barrel and 140 layers in each end cap, providing coverage for $|\eta| < 2.0$. Each straw drift tube contains a gas that is ionized by incident charged particles. The emitted electrons drift in an applied
electric field to a wire that runs down the center of the straw to a readout device. A single charged particle will typically register hits in roughly 35 of the straw drift tubes, allowing the particle position to be measured with an accuracy of roughly 130 $\mu$m in the $r-\phi$ plane. In addition, the TRT is designed to help with particle identification. As charged particles pass through the TRT they emit transition radiation (TR) photons. The probability of emitting TR photons depends on the Lorentz factor, $\gamma$. Thus for particles of a given momentum, electrons will typically emit more photons than charged hadrons. Hence, the number of TR photons detected can be used to discriminate between electrons and charged hadrons.

### 4.2.2 Calorimeters

After particles pass through the tracking detector, they reach the calorimeters. Calorimeters are designed to provide accurate energy measurements of passing particles which undergo either electromagnetic or hadronic interactions. Only neutrinos, which don’t interact in the detector, and muons, which are Minimally Ionizing Particles (MIPs) at the LHC energy scale, travel through the calorimeters with little energy deposit. As particle(s) from the hard-scatter collision interact with the calorimeter material, they create cascades of particles called showers. Depending on the nature of the source particle, there are two types of cascades, namely electromagnetic and hadronic showers.

These two types of showers have radically different properties, and require separate techniques for high-precision detection. The electromagnetic calorimeter system is designed to measure the energy of electromagnetic showers from electrons\(^1\) and photons. The hadronic calorimeter system is designed to measure the energy of hadrons, which are produced in collisions through quark and gluon hadronization. Both systems are classified as non-compensating sampling calorimeters. Incident particles shower in a dense passive material (e.g. lead or iron), and the shower is sampled as it passes through an active detection medium. Detector sensors only recover a fraction of the energy in the shower, but the full energy can be inferred from the observed energy. The ATLAS calorimeter system consists of both electromagnetic and hadronic calorimeters, with a total coverage of $|\eta| < 4.9$, as shown in Figure 4.7.

---

1. The electromagnetic calorimeter measures positrons as well as electrons since their showers are almost exactly the same. Positrons are not mentioned explicitly in this section to simplify the text.
Figure 4.6: Illustrations of the ATLAS inner detector system [2]. TOP: Overview of the ATLAS Inner Detector, with labels and dimensions. BOTTOM: Drawing showing the sensors and structural elements of the ATLAS inner detector barrel being crossed by one high-energy particle.
The liquid-argon (LAr) electromagnetic (EM) calorimeter sits directly outside the ID and is designed to detect electrons and photons. The calorimeter uses an accordion-like structure of lead as the passive medium. The active medium, LAr, is ionized by charged particles from incident showers and the electrons produced by the ionization are collected on segmented electrodes. The system is divided into a barrel portion that covers the range $|\eta| < 1.475$, and two end cap portions on either side of the barrel covering $1.375 < |\eta| < 3.2$. It is also segmented into three layers with different $\eta - \phi$ granularities. The innermost layer has the finest $\eta$ segmentation, with an $\eta$ granularity of 0.003 in the barrel. The second layer has an $\eta - \phi$ granularity of $0.025 \times 0.025$ in the barrel, and is responsible for most of the energy measurement. The third layer is coarsely segmented in $\eta$ but it gives the calorimeter extra depth.

The surrounding calorimeter system known as the hadronic calorimeter is responsible for measuring hadrons that either do not shower in the electromagnetic calorimeter, or the showering of which is not fully contained in the electromagnetic calorimeter. It contains barrel and end cap portions. The barrel portion, called the tile calorimeter, has coverage for $|\eta| < 1.7$. It contains alternating layers of iron as the passive medium and scintillating plastic as the active medium. Each of the cells in the tile calorimeter has an $\eta - \phi$ granularity.
of roughly $0.1 \times 0.1$. The end cap portions of the calorimeter cover the region $1.5 < |\eta| < 3.2$. They use LAr technology similar to the LAr EM calorimeter, but have copper rather than lead as the passive material.

Finally, the LAr forward calorimeters are designed to measure both electromagnetic and hadronic showers. They extend the coverage to $|\eta| = 4.95$.

### 4.2.3 Muon Spectrometers

For particles to make it through the full depth of the calorimeters, they must either be non-interacting, a semi-stable MIP, or a shower that was not contained in the available material. The latter process is rare, though it can be important at high energies. In the first case, particles such as neutrinos, or DM particles if they exist, would simply elude the detector and present as missing energy. At typical LHC energies, the only SM example of the second case is the muon. Muons thus provide very clean signatures for both searches and measurements, and a set of detectors designed to identify and measure them has been developed.

The muon spectrometer (MS) surrounds the calorimeter systems and is the outermost detector system of ATLAS. It is designed to measure the trajectories and momenta of muons. The system contains position sensitive chambers that operate in a 0.5 T toroidal magnetic field that causes charged particles to bend in the $r-z$ plane.

An illustration of the detecting chambers and magnets is shown in Figure 4.8. There is a large barrel toroid, which produces a field that is strongest in the range $|\eta| < 1.4$. There are also smaller toroid magnets in each endcap that produce fields strongest in the range $1.6 < |\eta| < 2.7$. In the range $1.4 < |\eta| < 1.6$, muons are bent by a combination of the barrel and end cap fields. The detector chambers are arranged into three layers in the barrel, end cap, and transition regions. In the barrel the layers are wrapped cylindrically around the beam axis. In the end caps and transition regions the layers are arranged perpendicularly to the beam line.

The MS detector chambers utilize four technologies that each operate by collecting electrons that are produced when incident muons pass through a gaseous mixture. There are Resistive Plate Chambers (RPC) in the barrel that collect charge on parallel resistive plates separated by a small gap. Similarly, the end cap contains Thin Gap Chambers (TGC) consisting of two conducting cathodes separated by a gap, and two parallel wires
Figure 4.8: An overview of the ATLAS muon spectrometers [2].
that collect ionized charge. Both TGC and RPC provide very fast signals for muon hits, and can therefore be used in the ATLAS trigger system to select events containing muons. There are also Muon Drift Tubes [58], which are used over most of the $\eta$ range, and Cathode Strip Chambers [59], which are used in the range $2 < |\eta| < 2.7$. These provide track measurements with high spatial resolution.

4.3 Trigger and Data Acquisition System

The trigger system plays an important role at a hadron collider. As many of the more interesting physics processes suffer from small cross-sections, large numbers of collisions are needed to produce sufficient quantities of these rare events. The LHC bunch crossing rate as delivered to the ATLAS experiment for the 2012 dataset was every 50 ns, in other words a collision frequency of 20MHz. It is both technologically impossible and ineffective for addressing the important physics questions for the all the collision information from the full ATLAS detector to be read out and recorded at this rate, hence it is critical to implement a trigger system to select only the most interesting events.

4.3.1 The ATLAS Trigger System

The ATLAS trigger system is comprised of three levels, namely Level 1 (L1), Level 2 (L2), and Event Filter (EF). The system reduces the event rate by a factor of $10^5$ from 20MHz to 200 Hz.

The L1 trigger selection is based on basic energy clustering in the calorimeter towers (geometrical groups of calorimeter cells) for electron/photon and jet reconstruction, or in the case of muons, track finding in trigger-specific chambers the muon system, as these are the only parts of the detector which can perform a simple reconstruction and trigger decision within $2.5\mu$s on an event-by-event basis. The L1 trigger analyzes all 20 million events per second, and selects one per $\sim 500$ events to proceed to the next level. To fulfill the processing speed necessary, the L1 trigger reconstruction and selection algorithms are implemented directly in hardware. If the L1 trigger decides an event was interesting, it defines one or more Regions of Interest (RoIs) specifying the $\eta$ and $\phi$ coordinates of the interesting object(s), and the trigger requirement that were fulfilled.

This information is then sent to the software-based High-Level Trigger (HLT), which
includes both the L2 trigger and the EF. The L2 trigger matches inner detector information to the RoIs found by the L1 trigger, and decides whether the event still passes the appropriate trigger criteria within 40 ms, reducing the event rate from 50 kHz to 5 kHz. Successful events are then passed to the EF, which further reduces the trigger rate to the final level of 300 Hz. This is done by performing a full event reconstruction similar to what is used for offline analysis, including calibrations, alignment corrections, and advanced algorithms. If an event is marked as interesting by the EF, it is recorded to disk in the RAW data format, which includes the information on all of the digitized energy deposits throughout the entire ATLAS detector.

For the analysis presented in this thesis, events used are triggered by the reconstructed missing transverse momentum, with additional usage of events triggered by reconstructed muons, electrons, photons and jets. The details of the reconstructed physics objects and the trigger selection are described in Chapter 8.

4.3.2 FastTracKer (FTK) Track Trigger Upgrade

The existing ATLAS trigger system was designed to work well at the LHC design luminosity. However, after the planned luminosity upgrade, the increase in detector activity arising from many simultaneous interactions, and an increased rate to the HLT from upgrades to the L1 Trigger, will make extensive tracking, critical to event selection and physics analysis, prohibitively expensive in terms of processing time per event or computing cores needed. The existing approach of performing tracking for specific RoIs already identified by the L1 trigger and full-event tracking at low rates of a few kHz has several limitations. First, there is a limit to either the number or size of RoIs processed by the HLT, which forces additional nontracking cuts to be applied, resulting in reduced efficiency or higher thresholds for the objects considered. Second, there are cases where global event information, such as the location of the hard interaction vertex or number of primary vertices in the event, are useful for object selections or corrections to the other detector quantities.

In light of these limitations, and motivated by the importance of good b-quark and $\tau$ lepton selection especially important for physics analysis at LHC RunII and beyond, a hardware-based trigger upgrade system is being constructed, called the Fast TracKer or FTK, which performs global track reconstruction after each L1 trigger to grant the L2
trigger early access to tracking information. FTK utilizes state-of-the-art electronics and a highly-parallel processing system to rapidly find and reconstruct tracks in the inner-detector pixel and SCT layers for every event that passes the level-1 trigger, over the full rapidity range covering both the barrel and the endcap regions. FTK receives the hits at full rate as they are sent from the pixel and SCT detector read-out drivers following a L1 trigger. After processing, FTK fills the read-out system buffers with the helix parameters and hits for all tracks with $p_T$ above a minimum value, typically 1 GeV. The L2 processors then have the option of requesting the track information in either a RoI or the entire detector. Figure 4.9 illustrates the layout of the ATLAS trigger system, and the positioning of the FTK within it.

Figure 4.9: An overview of the ATLAS trigger system and its integration with FTK.

FTK is based on the very successful Silicon Vertex Trigger (SVT) (Ref. [60]) used for the CDF experiment at the Tevatron. Extensive physics performance studies in simulation show that the usage of FTK will bring significant improvements to various physics objectives in
both precision measurements of known processes, or discovery of new physics. Among these objectives are the identification of tracks and the primary vertices, to the reconstruction and identification of more complicated physics objects like $b$-quark jets, $\tau$s and other leptons, and potential new particles that display a few tracks in a narrow cone or a displaced vertex when passing through a detector. More details on the design and performance of FTK are documented in its Technical Design Report [61].
Chapter 5
Dark Matter Searches at ATLAS

This chapter gives an overview of searches for dark matter (DM) at the ATLAS experiment of the Large Hadron Collider (LHC). A generalized introduction to DM is given in Chapter 3 in which Section 3.5 presents the three complementary approaches of DM searches, namely direct detection, indirect detection, and collider production. Similar collider-based searches for DM have been conducted by the CMS experiment at the LHC as well, and to a lesser extent at the Tevatron, but they are not discussed here.

This chapter is organized as follows: Section 5.1 describes the theoretical basis for collider searches for DM, including both DM produced through a contact operator in the Effective Field Theory framework (Section 5.1.1) and simplified models of DM-SM interactions; based on the production mechanism and hence the collider signature, a series of searches for DM at ATLAS conducted during RunI of the LHC are listed in Section 5.2; one such search, where DM is produced in association with heavy quarks, i.e. bottom or top quarks, is described in more detail in Section 5.3 as it leads to a similar final state and served as a predecessor for the $\text{DM} + \text{Higgs}(\rightarrow b\bar{b})$ search which is the focus of this thesis.

5.1 Theoretical Models

While the existence of DM is well established, as discussed in Sec. 3.3, very little is known about the properties of the DM particle(s) and how they may interact with SM particles. Hence, one can construct a large number of qualitatively different DM models, populating the “theory space” of all possible realizations of physics beyond the SM with a particle that is a viable DM candidate. For the interest of existing collider searches, the DM particles in discussion are typically assumed to be WIMPs. As illustrated in Fig. 5.1, the members of this theory space fall into three distinct classes based on the completeness of the models: the effective field theory (EFT) approach, simplified models, and ultra-violet (UV) complete models.

The last one, UV-complete models, have been discussed briefly in Sec. 3.4 as extensions to the SM, like SUSY or extra-dimensions, and may contain particles that make viable DM candidates. DM particles predicted by these models can be searched for directly at
collider experiments as part of a generalized search for these BSM theories, and are the most model-dependent. In other words, their structures are so rich that it may be very difficult to determine unambiguously the underlying new dynamics from a finite amount of data (“inverse problem”). They are not further discussed here. The following paragraphs present an overview of the EFT approach and simplified models of DM production at colliders.

### 5.1.1 Effective Field Theory Framework

On the simple end of the spectrum, effective field theory (EFT) allows one to describe the DM-SM interactions mediated by a heavy particle kinematically inaccessible at collider experiments, and hence it is treated as a contact operator in a model-independent approach. EFTs are very powerful tools, as they allow for the reduction of a complicated process to the minimal number of degrees of freedom. The variables of interest are reduced to two parameters per mediator type, namely the mass of the DM particle (\( m_\chi \)), and the suppression scale \( \Lambda \) or the coupling strength \( \lambda \) of the interaction. One could write down the Lagrangian of the operators at various dimensions, which describe the interaction between...
DM and SM particles. Following the convention in Ref. [4], considering all possible couplings via spin 0, 1, and 2 mediators between partons and both fermionic and scalar DM, the operators are listed in Tab. 5.1. Here, the suppression scale is expressed as the effective mass of the mediator, denoted as $M_s$.

The 20 types of operators in Tab. 5.1 can be further simplified by grouping together the ones with similar kinematic properties at collider searches. For example, while the chirality of the operators affect direct and indirect detection results, for collider searches it only manifests as changes in cross-section. In the end, the 14 fermionic operators can be broken down to 4 families, and the 6 complex scalar operators into 3, of which one fermionic operator and one scalar operator have the same kinematic distributions, yielding six distinct operators in total, namely D1, C1, D5 (C3), D9, D11, and C5. This categorization allows for a full coverage of a large parameter space with a minimal set of simulated samples.

Table 5.1: Operators coupling WIMPs to SM particles (Ref. [4]). The operator names beginning with D and C apply to WIMPS that are Dirac fermions and complex scalars respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Operator</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>$\bar{\chi}\chi q$</td>
<td>$m_q/M_s^3$</td>
</tr>
<tr>
<td>D2</td>
<td>$\bar{\chi}\gamma^5\chi q$</td>
<td>$im_q/M_s^3$</td>
</tr>
<tr>
<td>D3</td>
<td>$\bar{\chi}\chi\gamma^5 q$</td>
<td>$im_q/M_s^3$</td>
</tr>
<tr>
<td>D4</td>
<td>$\bar{\chi}\gamma^5\chi\gamma^5 q$</td>
<td>$m_q/M_s^3$</td>
</tr>
<tr>
<td>D5</td>
<td>$\bar{\chi}\gamma^5\chi\gamma^5 q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>D6</td>
<td>$\bar{\chi}\gamma^5\chi\gamma^5\mu q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>D7</td>
<td>$\bar{\chi}\gamma^5\chi\gamma^5\mu q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>D8</td>
<td>$\bar{\chi}\gamma^5\chi\gamma^5\mu\gamma^5 q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>D9</td>
<td>$\bar{\chi}\sigma\mu\nu q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>D10</td>
<td>$\bar{\chi}\gamma^5\chi\bar{\sigma}\alpha\beta q$</td>
<td>$i/M_s^2$</td>
</tr>
<tr>
<td>D11</td>
<td>$\bar{\chi}\chi G_{\mu\nu} G_{\mu\nu}$</td>
<td>$\alpha_s/4M_s^3$</td>
</tr>
<tr>
<td>D12</td>
<td>$\bar{\chi}\gamma^5\chi G_{\mu\nu} G_{\mu\nu}$</td>
<td>$i\alpha_s/4M_s^3$</td>
</tr>
<tr>
<td>D13</td>
<td>$\bar{\chi}\chi G_{\mu\nu} \bar{G}_{\mu\nu}$</td>
<td>$i\alpha_s/4M_s^3$</td>
</tr>
<tr>
<td>D14</td>
<td>$\bar{\chi}\gamma^5\chi G_{\mu\nu} \bar{G}_{\mu\nu}$</td>
<td>$\alpha_s/4M_s^3$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Operator</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>$\chi^\dagger \chi q$</td>
<td>$m_q/M_s^2$</td>
</tr>
<tr>
<td>C2</td>
<td>$\chi^\dagger \chi q^5$</td>
<td>$im_q/M_s^2$</td>
</tr>
<tr>
<td>C3</td>
<td>$\chi^\dagger \partial_\mu \chi \bar{q}^\gamma_\mu q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>C4</td>
<td>$\chi^\dagger \partial_\mu \chi \bar{q}^\gamma_\mu q$</td>
<td>$1/M_s^2$</td>
</tr>
<tr>
<td>C5</td>
<td>$\chi^\dagger \chi G_{\mu\nu} G_{\mu\nu}$</td>
<td>$\alpha_s/4M_s^3$</td>
</tr>
<tr>
<td>C6</td>
<td>$\chi^\dagger \chi G_{\mu\nu} \tilde{G}_{\mu\nu}$</td>
<td>$i\alpha_s/4M_s^3$</td>
</tr>
</tbody>
</table>
While the aforementioned EFT operators have served as benchmark models for LHC searches for DM, especially in cases when there is a jet produced recoiling against the missing energy from the DM particles, an abundance of other EFT operators have also been proposed, some of which yielding associated production of specific visible particle(s) like a photon, a $W$ or $Z$ boson, or a Higgs boson etc.

The EFT approach is very useful as it can yield stringent bounds on the “new-physics” scale $M_*$ that suppresses the higher-dimensional operators. Since for each operator, a single parameter contains the information on all the heavy states of the dark sector, comparing LHC bounds to the limits from direct and indirect DM searches is straightforward in the EFT framework.

However, the EFT approach is based on the assumption that the mediator particle is too heavy to be produced directly and hence can be integrated out of the EFT framework and the process treated as a contact interaction. This is not valid when the momentum transferred in the interaction, $Q_{\text{tr}}$, is comparable to the mass of the mediator \cite{62, 63}. To address this issue and give an indication of the impact of the unknown ultraviolet details of the theory, a truncation method \cite{64} is applied to naive collider limits on EFT operators, where only simulated events with $Q_{\text{tr}} =< M_*$ are retained with bounds on the effective coupling to be below $4\pi$, which is the maximum possible value for the interaction to remain perturbative.

5.1.2 Simplified Models

As the EFT approach becomes a poor approximation of the UV-complete models when the momentum transfer is large, as it can be at the energies accessible at the LHC, it is important to expand the level of detail with regards to DM-SM interactions, and hence develop so-called “simplified models” \cite{3}. Such models are characterized by the most important state mediating the DM particle interactions with the SM and hence explicitly include the particles at higher masses, as well as the DM particle itself. Unlike the EFT approach, simplified models are able to describe correctly the full kinematics of DM production at the LHC, because they resolve the EFT contact interactions into single-particle $s$-channel or $t$-channel exchanges. This comes with the price that they typically involve not just one, but a handful of parameters that characterize the dark sector and its
coupling to the visible sector. The increased number of assumptions makes such models less generic.

For a simplified DM model to be useful at the LHC, it should be simple enough to contain only the minimal amount of renormalizable interactions as opposed to a more complicated model, and be complete enough to describe accurately the relevant physics phenomena at the energies that can be probed at the LHC. Generally speaking, the following requirements on the particle content and the interactions of the simplified model should be met:

(I) Besides the SM, the model should contain a DM candidate that is stable enough to escape the LHC detectors, as well as a mediator that couples the two sectors. The dark sector can be richer, but the additional states should be somewhat decoupled.

(II) The Lagrangian should in principle contain all terms that are renormalizable and consistent with Lorentz invariance, the SM gauge symmetries, and DM stability.

(III) The additional interactions should not violate the exact and approximate accidental global symmetries of the SM. This means that the interactions between the visible and the dark sector should be such that baryon and lepton number are conserved and that the custodial and flavor symmetries of the SM are not strongly broken.

A variety of simplified models for DM production have been proposed in recent years, covering a wide range of cases of spin-0 or spin-1, s-channel or t-channel exchanges, Higgsportal, etc. An overview of the most relevant simplified models for LHC searches are given in Ref. [8].

5.2 “Mono-jet” and other “Mono-X” Searches

To search for DM production at collider experiments, the minimal experimental signature consists of an excess of events with one or more visible final-state object, $X$, recoiling against large amounts of missing transverse momentum ($E_T^{\text{miss}}$), where the $E_T^{\text{miss}}$ may be interpreted as from DM particles that were produced and escaped the detectors. In Run I of the LHC, the ATLAS and CMS collaborations have examined a variety of such “mono-$X$” signatures, considering “$X$” to be a hadronic jet [9], heavy-flavor jet [10, 11], photon [12, 13], or $W/Z$ boson [14, 15].
While certain “mono-X” signatures arise from the production of “partner” particles that decay to DM and Standard Model (SM) particles (which usually leads to more complex final states), for many existing “mono-X” searches for DM, the visible signature of “X” arises from initial (final) state radiation (ISR or FSR) of an incoming (outgoing) quark or gluon, regardless of the specifics of the mediating particle from which the DM particles are pair produced. This means while some models only allow a specific “X” associated production, searches for a variety of “mono-X” final states can often yield comparable results on the same set of models, one of which may produce a stronger bound on the specific model depending on the underlying theory that describes the interaction. Generally speaking, the most stringent bounds on a number of benchmark DM models are found from “mono-jet” searches, which is the search for events involving a single jet balanced against large $E_T^{\text{miss}}$. Figure 5.2 shows two example Feynmann diagrams of DM production with ISR jet emission for either a quark EFT operator (left) or a $Z'$ mediator in a simplified model (right).
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Figure 5.2: Feynman diagrams for the production of WIMP pairs associated with a jet from initial-state radiation of a gluon, $g$. (a) A contact interaction described with effective operators. (b) A simplified model with a $Z'$ boson. (Ref. [1])

The discovery of the Higgs boson $h$ [16, 17] provides a new opportunity to search for DM production via the $h + E_T^{\text{miss}}$ signature [18, 19]. The first collider search for DM production in association with a Higgs boson was conducted at ATLAS using the Higgs decay channel of $h \rightarrow \gamma\gamma$ (Ref. [20]). The focus of this thesis, concerning the Higgs decay into two bottom quarks, will be discussed in later chapters.
5.3 Dark Matter Search with Heavy Flavor

In a typical “mono-jet” search for DM, the jet is predominantly a light-quark jet or a gluon jet. A new search for DM pair production in association with one $b$-quark or a pair of heavy quarks ($b$ or $t$) was proposed in Ref. [65].

Searches for such final states are particularly sensitive to effective scalar interactions between DM and quarks described by the operator (Tab. 5.1, Ref. [62])

$$O_{\text{scalar}} = \sum_q \frac{m_q}{M_*^N} \bar{q} q \bar{\chi} \chi,$$  \hspace{1cm} (5.1)

where $N = 3$ for Dirac DM (D1 operator) and $N = 2$ for complex scalar DM (C1 operator), and the quark and DM fields are denoted by $q$ and $\chi$, respectively. The scalar operators are normalized by $m_q$, which mitigates contributions to flavour-changing processes through the framework of minimal flavour violation (MFV). The dependence on the quark mass makes final states with heavy i.e. bottom and top quarks the most sensitive to these operators.

Additionally, the tensor operator (D9), which describes a magnetic moment coupling, is parameterized as (Tab. 5.1, Ref. [62])

$$O_{\text{tensor}} = \sum_q \frac{1}{M_*^2} \bar{\chi} \sigma^{\mu\nu} \chi \bar{q} \sigma_{\mu\nu} q.$$  \hspace{1cm} (5.2)

MFV suggests that the D9 operator should have a mass dependence from Yukawa couplings, making this search sensitive to tensor couplings as well.

The dominant Feynman diagrams for these processes are shown in Fig. 5.3 with final states characterized by the presence of jets originating from $b$-quarks, missing transverse momentum, and leptons (e, $\mu$) in the case of a semileptonic decay of a top quark.

Moreover, to explain the excess of gamma rays from the galactic centre, recently observed by the Fermi Gamma-ray Space Telescope, and interpreted as a signal for DM annihilation [66], a bottom-Flavoured Dark Matter model ($b$-FDM) [67] was proposed as shown in Fig. 5.4. The collider signature of this model is $b$-quarks produced in association with missing transverse momentum.

Details of this search, including its results interpreted as constraints on the mass scales of the EFT operators and exclusion of regions of parameter space for the $b$-FDM, can be found...
Figure 5.3: Dominant Feynman diagrams for DM production in conjunction with (a) a single $b$-quark and (b) a heavy quark (bottom or top) pair using an effective field theory approach.

Figure 5.4: Example of DM production in the $b$-FDM model.
in Ref. [10]. The exclusion limits are strongest at low DM masses. The limit on the $\chi$–nucleon cross-section mediated by the D1 operator is improved significantly with respect to previously published ATLAS results by obtaining sensitivities of approximately $\sigma_{\chi-N}^{\text{SI}} = 10^{-42} \text{ cm}^2$ for $m_\chi = 10 \text{ GeV}$.
Chapter 6

Dark Matter + Higgs(→ b¯b): Overview

This chapter presents an overview of the analysis in search of dark matter (DM) produced in association with a Higgs boson in the h → b¯b channel (Ref. [68]). For other types of collider searches for DM, see Chapter 5. This chapter is organized as follows: Section 6.1 briefly states the physics motivation for such a search; the models used for this analysis, including both EFT models and a simplified model, is introduced in Section 6.2; and Section 6.3 describes the two analysis methods used in this analysis, categorized by the way the Higgs boson is reconstructed.

6.1 Physics Motivation

The discovery of the Higgs boson h [16, 17] provides a new opportunity to search for DM production via the h + E_T^{miss} signature [18-20]. In contrast to most of the aforementioned probes, the visible Higgs boson is unlikely to have been radiated from an initial-state quark or gluon, and the signal would give insight into the structure of DM coupling to SM particles.

The decay channel with the largest branching ratio for the discovered 125 GeV Higgs boson is the h → b¯b channel. Preliminary sensitivity studies showed a search in the b¯b final state would yield significantly stronger limits compared with an earlier ATLAS search in the h → γγ channel (Ref. [20]).

Moreover, unlike previous ATLAS searches for resonant production with a similar final state [69, 70], this analysis explores different theoretical models, focuses on the fully hadronic channel with data-driven methods to estimate the main backgrounds, and most importantly, applies selections extending to large E_T^{miss} utilizing “resolved” as well as “boosted” techniques to be described later. The approach for extracting limits in this analysis is also more suited for the models considered here, and reduces the theoretical uncertainty from modeling and fitting of the signal shape.

All these reasons make a compelling case to perform such an analysis.
6.2 Signal Models

As described in Sec. [5.1] two approaches are commonly used to model generic processes yielding a final state with a particle $X$ recoiling against a system of noninteracting particles, either with an effective field theory (EFT) framework [8], where particles that mediate the interactions between DM and SM particles are too heavy to be produced directly in the experiment and are described by contact operators, or using simplified models that are characterized by a minimal number of renormalizable interactions and hence explicitly include the particles at higher masses [3]. The two approaches are complementary and both are included in this analysis.

6.2.1 EFT Models

Using the EFT approach, a set of models described by effective operators at different dimensions is considered. Following the notation in Ref. [18], the effective operators in ascending order of their dimensions are:

\begin{align}
\lambda |\chi|^2 |H|^2 & \quad \text{(Scalar DM, dimension-4)} \\
\frac{1}{\Lambda} \bar{\chi} i \gamma_5 \chi |H|^2 & \quad \text{(Fermionic DM, dimension-5)} \\
\frac{1}{\Lambda^2} \bar{\chi}^{\dagger} \partial^\mu \chi H^{\dagger} D_\mu H & \quad \text{(Scalar DM, dimension-6)} \\
\frac{1}{\Lambda^4} \bar{\chi} \gamma^\mu \chi B_{\mu\nu} H^{\dagger} D_\nu H & \quad \text{(Fermionic DM, dimension-8)}
\end{align}

Here $\chi$ is the DM particle, which is a gauge singlet under $SU(3)_C \times SU(2)_L \times U(1)_Y$ and may be a scalar or a fermion as specified, $D_\mu^{(\nu)}$ is the covariant derivative for the full gauge group, and $B_{\mu\nu}$ is the $U(1)_Y$ field strength tensor. The parameters of these models are the DM particle mass $m_\chi$, and the coupling parameter $\lambda$ or the suppression scale $\Lambda$ of the heavy mediator that is not directly produced but is described by a contact operator in the EFT framework.
6.2.2 Simplified Models

A simplified model is also considered which contains a $Z'$ gauge boson and two Higgs fields resulting in five Higgs bosons (often called the two-Higgs-doublet model, 2HDM) \cite{19}, where the DM particle is coupled to the heavy pseudoscalar Higgs boson $A$. This model, named $Z'$-2HDM, is described in detail in Sec. 7.

Other types of simplified models yielding a DM plus Higgs boson signature have been proposed as well, such as a baryonic or “Hidden Valley” $Z'$ mediator or a scalar mediator \cite{18}: they are not used in this analysis and hence not discussed here.

6.3 Analysis Channels

Two Higgs boson reconstruction techniques are presented that are complementary in their acceptance, leading to two analysis channels, the “resolved” channel where the Higgs boson is reconstructed as two separate $b$-jets, and the “boosted” channel where the Higgs boson is reconstructed as a single large-radius jet.

6.3.1 Resolved Analysis

The first “resolved” technique reconstructs Higgs boson candidates from pairs of nearby anti-$k_T$ jets \cite{71} each reconstructed with radius parameter $R = 0.4$, each identified as having a $b$-hadron within the jet using a multivariate $b$-tagging algorithm \cite{72}. Details of the reconstruction of the physics objects in the resolved channel is given in Chapter 8 and the signal selection described in Chapter 9. This resolved technique offers good efficiency over a wide kinematic range with the Higgs boson transverse momentum $p_T$ between 150 and 450 GeV.

6.3.2 Boosted Analysis

For a Higgs boson with $p_T \gtrsim 450$ GeV, the high momentum (“boost”) of the Higgs boson causes the two jet cones containing the $b$- and $\bar{b}$-quarks from the Higgs boson decay to significantly overlap, leading to a decrease in the reconstruction efficiency of the two $b$-tagged anti-$k_T$ jets with $R = 0.4$. This motivates the use of a second “boosted” Higgs boson reconstruction technique, which maintains acceptance for these higher-$p_T$ Higgs bosons.
through the use of a set of jet reconstruction and identification methods that exploit the internal structure of jets, known as “jet substructure” techniques [73]. The Higgs boson candidate is reconstructed as a single $anti-k_T$ jet, trimmed with subjet radius parameter $R_{\text{sub}} = 0.3$ and subjet transverse momentum fraction $p_{T,i}/p_{T}^{\text{jet}} < 0.05$, where $p_{T,i}$ is the transverse momentum of the $i$-th subjet and $p_{T}^{\text{jet}}$ is the $p_T$ of the untrimmed jet [74]. This $R = 1.0$ jet must be associated with two $b$-tagged $anti-k_T$ jets reconstructed only from charged particle tracks (track-jets) [75]. The use of track-jets with a smaller $R$ parameter allows the decay products of Higgs bosons with higher $p_T$ to be reconstructed.

A set of common preselection criteria is used for events to be considered for the resolved and boosted channels. The final signal regions are defined with four increasing thresholds for the missing transverse momentum in the resolved channel, and two thresholds in the boosted channel. To search for the possible presence of non-SM signals, the total numbers of observed events after applying all selection criteria are compared with the total number of expected SM events taking into account their respective uncertainties in both channels.

The interplay between the two sets of models and analysis methods has been studied. In the $Z'$-2HDM simplified model, the resonant production and decay of the $Z'$ boson leads to clear peaks in the $E_T^{\text{miss}}$ spectra, the positions of which depends on the $Z'$ and $A$ mass values. In most of the parameter space probed with $Z'$ mass between 600 and 1400 GeV, and $A$ mass between 300 and 800 GeV (where kinematically allowed), a higher signal sensitivity is achieved in the resolved channel. On the other hand, the EFT models display very different kinematics with wide tails in high $E_T^{\text{miss}}$ extending beyond 450 GeV, warranting a “boosted” reconstruction of the Higgs boson. Given the clear advantage of one analysis channel over the other for either set of models, and for simplicity, the results for the $Z'$-2HDM model are given using the resolved analysis, and the EFT models are interpreted using the boosted analysis.

The resolved channel and its interpretation is the focus of this thesis, each aspect of which will be presented in detail in the ensuing chapters.
Chapter 7

Dark Matter + Higgs($\rightarrow b\bar{b}$): $Z' - 2HDM$ Simplified Model

This chapter gives a description of the simplified model used in the resolved analysis, (where the Higgs boson is reconstructed as two separate $b$-quark jets), which is the focus of this thesis. An overview of the “mono-Higgs” models for DM search is presented in Chapter 6. Results of the search for DM produced through this simplified model is presented in Chapter 12.

This chapter is organized as follows: Section 7.1 describes the construct of the model, the theoretical constraints on couplings and parameter space, and how the model gives rise to the “DM+Higgs” signature; Section 7.2 describes the regions of parameter space used in this search, and how the signal cross-section and kinematic distributions vary as we scan the parameter space; and Section 7.3 lists the Monte Carlo (MC) simulated samples for the signal model.

7.1 Introduction

As described in Chapter 6, there are a number of production mechanisms for DM plus Higgs, including either a contact operator in the EFT approach, or simplified models with a minimum number of renormalizable interactions. We consider here a simplified model with a $Z'$ gauge boson and two-Higgs-doublets [19], where the DM is coupled to the heavy pseudoscalar Higgs boson.

7.1.1 $Z' - 2HDM$ model

Figure 7.1: Production mechanisms for dark matter plus Higgs through (left) a contact operator coupling dark matter to $Zh$ or $\gamma h$, or (right) a new $Z'$ coupled to a two Higgs doublet model, where the new pseudoscalar $A$ decays primarily to dark matter.

55
We consider a simplified model with renormalizable interactions where the relevant states may be produced on-shell. In light of the fact that high-dimension operators are challenging to be UV-completed, it is more straightforward to generalize the process, as illustrated in Figure [7.1]. If the intermediate Z is instead a new Z' gauge boson, resonant production is possible. The Z' decays into a Higgs boson plus an intermediate state, which then decays into a pair of DM particles. For the “Higgs-portal” type of DM production, where the DM is directly coupled to a Higgs boson, at low DM mass below $m_h/2$, the constraints from the upper limit on Higgs invisible decay branching ratio is much stronger than the sensitivity of a direct search of this kind; at higher DM mass above $m_h/2$ where $h \rightarrow \text{inv.}$ constraints no longer apply, direct detection experiments are usually much more sensitive. Hence, we adopt a two-Higgs-doublet extension to the standard model (2HDM) [76], where $Z' \rightarrow hA$, and $A$ is a heavy pseudeoscalar with a large branching ratio to dark matter.

In this model, which we call $Z' - 2HDM$, the gauge symmetry of the SM is extended by a $U(1)_{Z'}$, with a new massive Z' gauge boson. We assume that this sector also contains a SM singlet scalar $\phi$ that leads to spontaneous breaking of the symmetry and a $Z'$ mass at a scale above electroweak symmetry-breaking. For simplicity, we assume generation-independent charges for the fermions and that only the right-handed quarks $u_R$ are charged\footnote{Anomaly cancellation can be achieved with a pair of colored triplet fields which are singlets with respect to $SU(2)_L$: $\psi_L(Q_z = 0, Y = -2/3)$ and $\psi_R(Q_z = -z_u, Y = -2/3)$ where $z_u$ is the $Z'$ charge of $u_R$.}. This allows LHC production of the $Z'$, but since the leptons are neutral, avoids potentially stringent constraints from searches for dilepton resonances.

For the Higgs sector, we use a Type-2 two-Higgs-doublet model [76], where $\Phi_u$ couples to up-type quarks and $\Phi_d$ couples to down-type quarks and leptons:

$$-L \supset y_u Q \Phi_u \bar{u} + y_d Q \Phi_d \bar{d} + y_e L \Phi_d \bar{e} + \text{h.c.} \quad (7.1)$$

After electroweak symmetry breaking, the Higgs doublets attain vevs $v_u$ and $v_d$, and in
unitary gauge the doublets are parametrized as

\[
\Phi_d = \frac{1}{\sqrt{2}} \begin{pmatrix} -\sin \beta H^+ \\ v_d - \sin \alpha h + \cos \alpha H - i \sin \beta A \end{pmatrix},
\]

\[
\Phi_u = \frac{1}{\sqrt{2}} \begin{pmatrix} \cos \beta H^+ \\ v_u + \cos \alpha h + \sin \alpha H + i \cos \beta A \end{pmatrix}
\]

(7.2)

where \( h, H \) are neutral CP-even scalars and \( A \) is a neutral CP-odd scalar. Furthermore, \( \tan \beta \equiv v_u/v_d \), and \( \alpha \) is the mixing angle that diagonalizes the \( h - H \) mass squared matrix.

Here \( h \) is assumed to correspond to the observed Higgs boson with \( m_h \sim 125 \text{ GeV} \). The remaining scalars \( H, A, H^\pm \) are assumed to have masses around or above 300 GeV, in accordance with \( b \to s\gamma \) constraints [76]. We further take \( \alpha = \beta - \pi/2 \), the alignment limit where \( h \) has SM-like couplings to fermions and gauge bosons [77], and \( \tan \beta \geq 0.3 \) based on the perturbativity requirement of the Higgs-top yukawa coupling [78].

### 7.1.2 \( Z' \) constraints

In this model, the Higgs vevs lead to \( Z - Z' \) mass mixing. Diagonalizing the gauge boson mass matrix, the tree-level masses of the \( Z \) and \( Z' \) bosons are given by

\[
m_Z^2 \approx (m_Z^0)^2 - \epsilon^2 \left[(m_{Z'}^0)^2 - (m_Z^0)^2\right],
\]

\[
m_{Z'}^2 \approx (m_{Z'}^0)^2 + \epsilon^2 \left[(m_{Z'}^0)^2 - (m_Z^0)^2\right],
\]

(7.3)

where \( (m_Z^0)^2 = g^2(v_d^2 + v_u^2)/(4 \cos^2 \theta_w) \) and \( (m_{Z'}^0)^2 = g_Z^2(z_d v_d^2 + z_u v_u^2 + z_o^2 v_o^2) \) are the mass-squared values in the absence of mixing. The result above is accurate to order \( \epsilon^2 \), where \( \epsilon \) is a small mixing parameter given by

\[
\epsilon \equiv \frac{1}{m_{Z'}^2 - m_Z^2} \frac{g g_z}{2 \cos \theta_w} (z_d v_d^2 + z_u v_u^2)
\]

\[
= \frac{(m_Z^0)^2}{m_{Z'}^2 - m_Z^2} 2 g_z \cos \theta_w z_u \sin^2 \beta.
\]

(7.4)
The $Z - Z'$ mixing leads to a modification to the $Z$ mass, as shown in Eq. 7.3 which affects the relation between the $W$ and $Z$ masses. This is expressed as a deviation of the $\rho_0$ parameter away from unity:

$$\rho_0 = 1 + \epsilon^2 \left( \frac{m_{Z'}^2 - m_Z^2}{m_Z^2} \right),$$ (7.5)

Current precision electroweak global fits constrain $\rho_0 = 1.0004^{+0.0003}_{-0.0004}$ \cite{79}, which translates to an approximate 95% confidence level (CL) upper limit

$$\rho_0 \leq 1.0009$$ (7.6)

Combining the expressions in Eq. 7.4, 7.3, and 7.6, the upper limit on $g_z$ from the $\rho_0$ constraint can be expressed as a function of $\tan \beta$ and $m_{Z'}$:

$$g_z \leq 0.03 \times \frac{g}{\cos \theta_w \sin^2 \beta} \times \sqrt{\frac{m_{Z'}^2 - m_Z^2}{m_Z^2}},$$ (7.7)

This is shown in Fig. 7.2

On the other hand, as $Z'$ decays primarily to $q\bar{q}$, there are additional constraints from searches for dijet resonances at collider experiments. Results from Tevatron and LHC studies are used to derive 95% CL upper limits on $g_z$, also shown in Fig. 7.2. The dijet constraints are calculated in a model-independent form in terms of fiducial cross-section (cross-section times acceptance) for a narrow resonance decaying to $q\bar{q}$, which is a valid approximation for this model assuming the $Z'$ width is fixed for the most part by its decay to quarks and there isn’t a significant width for $Z'$ to decay to other new fermionic states.

As shown in Fig. 7.2 for $Z'$ masses below $\sim 1.3$ TeV and larger $\tan \beta$, the $\rho_0$ constraint on $g_z$ is stronger than dijet limits, while for $\tan \beta \lesssim 0.6$, the dijet constraints dominate even at low $Z'$ masses. In signal yield calculation and sensitivity projections, we scale the signal production cross section to the maximum $g_z$ allowed at 95% C.L. for the given $m_{Z'}$ and $\tan \beta$, as tabulated in Tab. 7.1.
Figure 7.2: 95% CL bounds on the $Z'$ coupling $g_z$ as a function of $m_{Z'}$. The dashed lines are upper bounds from $\rho_0$ parameter constraints on $Z - Z'$ mixing, for three values of $\tan\beta = 0.3, 1, 10$. Upper limits from dijet resonance searches at the Tevatron and at the LHC are also shown.

### 7.1.3 “Mono-Higgs” Signal

In the $h \rightarrow b\bar{b}$ decay channel, the signature of the signal we are searching for is missing transverse momentum ($E_T^{\text{miss}}$) recoiling against two $b$ jets. In the $Z' - 2HDM$ model considered here, DM production is achieved via $Z' \rightarrow hA$, $h \rightarrow b\bar{b}$, $A \rightarrow \chi\chi$. The decay width of $Z'$ for this to leading order in $\epsilon$ is

$$\Gamma_{Z'\rightarrow hA} = (g_z \cos \alpha \cos \beta)^2 \frac{|p|}{24\pi} \frac{|p|^2}{m_{Z'}^2}.$$  \hfill (7.8)

<table>
<thead>
<tr>
<th>$m_{Z'}$ (GeV)</th>
<th>0.3</th>
<th>0.5</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>0.45</td>
<td>0.45</td>
<td>0.25</td>
<td>0.16</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>800</td>
<td>0.7</td>
<td>0.7</td>
<td>0.35</td>
<td>0.22</td>
<td>0.21</td>
<td>0.2</td>
</tr>
<tr>
<td>1000</td>
<td>1.0</td>
<td>1.0</td>
<td>0.4</td>
<td>0.27</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>1200</td>
<td>0.55</td>
<td>0.55</td>
<td>0.5</td>
<td>0.33</td>
<td>0.31</td>
<td>0.3</td>
</tr>
<tr>
<td>1400</td>
<td>0.45</td>
<td>0.45</td>
<td>0.38</td>
<td>0.36</td>
<td>0.35</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Upper limit for $g_z$ at 95% C.L. for the given $m_{Z'}$ and $\tan\beta$ in the parameter space for this analysis.
The center of mass momentum for the decay products is $|p| = \frac{1}{2 m_{Z'}} \lambda^{1/2}(m_{Z'}^2, m_h^2, m_A^2)$, where $\lambda$ is the Källen triangle function. This decay width is suppressed by $1/\tan^2 \beta$ in the limit of large $\tan \beta$.

There is an additional source of $h + E_T^{\text{miss}}$ in the $Z' - 2HDM$ model, when $Z'$ decays to a Higgs boson and a $Z$ boson, and the $Z$ boson decays invisibly. The decay width is

$$\Gamma_{Z' \rightarrow hZ} = (g_z \cos \alpha \sin \beta)^2 \frac{|p|^2}{24\pi} \left( \frac{|p|^2}{m_{Z'}^2} + 3 \frac{m_Z^2}{m_{Z'}^2} \right). \quad (7.9)$$

For most of the parameter space we probe, the $Z' \rightarrow hA$ DM production mode is the dominant source of $h + E_T^{\text{miss}}$, but the contribution from $Z' \rightarrow hZ$ becomes more significant at small $m_{Z'}$ due to the $m_Z^2/m_{Z'}^2$ term, and at large $\tan \beta$ when $Z' \rightarrow hA$ is suppressed. Both $Z'$ decay modes are considered in this analysis, as the increased cross-section of the $h + E_T^{\text{miss}}$ signature allows us to probe a larger parameter space of this model. The two processes share very similar kinematics, as shown in Fig. 7.3: $Z' \rightarrow hZ$ shows a slightly more energetic spectrum due to the smaller $Z$ mass compared to $A$ mass.
DM; when $A$ mass is above that, there would be additional decay modes of $A \rightarrow t\bar{t}$ which reduces the signal cross-section. There are a number of theoretical possibilities that allow the desired large coupling between dark matter to the Higgs sector in this model, the details of which vary depending on the type of DM, taking into account direct detection and relic density considerations.

For fermionic DM, one possibility is a pseudoscalar interaction with a singlet-doublet DM coupling to the down-type Higgs. In this model, a singlet $S$ and electroweak doublets $D_{1,2}$ (all singlets under $U(1)_{Z'}$) are introduced, with a Lagrangian

$$-\mathcal{L} \supset \frac{1}{2} M_S^2 S^2 + M_D D_1 D_2 + y_1 S D_1 \Phi_d + y_2 S \Phi_d^\dagger D_2 + \text{h.c.}$$

By requiring DM mass to be at least half of Higgs boson mass, constraints from the invisible decay width of the Higgs boson can be avoided. Though elastic scattering off quarks can proceed via the exchange of $h$ or $H$ leading to restrictive direct detection constraints, in parts of the parameter space near the “blind spot” where the coupling through the Higgs is suppressed ($\tan \theta < 0$, where $y_1 = y \cos \theta, y_2 = y \sin \theta$), the direct detection cross sections are small. It is hence possible to obtain large branching ratios of $A^0$ to DM while satisfying LUX constraints \[80\].

For scalar DM, we can consider a complex scalar field $X$, written as $X = \frac{1}{\sqrt{2}} (X_1 + iX_2)$, where $X_1$ and $X_2$ are two real fields, and $X$ is a SM singlet and has $U(1)_{Z'}$ charge $-1/4$. The renormalizable interactions of the DM with the Higgs sector are

$$\mathcal{L} \supset \left( \lambda_{dd} |\Phi_d|^2 + \lambda_{uu} |\Phi_u|^2 \right) |X|^2$$
$$+ \left( \lambda_{du} \Phi_d^\dagger \Phi_u X^2 + \text{h.c.} \right),$$

(7.10)

with all couplings taken to be real. In this case, the direct detection limits from LUX can be satisfied with the couplings $\lambda_{dd}$, $\lambda_{uu}$, and $\lambda_{du}$ at the 10% level \[81\] and a DM mass scale of $\sim 100$ GeV.
7.2 Parameter Space and Kinematic Dependencies

From Section 7.1 we know there are a total of five “free” parameters in this model, \( \tan \beta (\equiv v_u/v_d) \), the \( Z' \) gauge coupling \( g_z \), \( m_{Z'} \), \( m_A \), and dark matter mass \( m_{DM} \). To study the signal production and kinematic dependencies on these parameters, we produced signal samples varying each of the five parameters generated at parton level in MadGraph [82], using PyTHIA8 [83] for the parton showering and hadronization, and detector simulation with DELPHES [84] or official ATLAS ATLFAST-II simulation [85]. The results using DELPHES simulation are consistent with signals using official ATLAS simulation ATLFAST-II [85] as listed in Section 7.3.

As \( g_z \) is the coupling strength of the \( Z' \) gauge boson, variations in its value does not lead to any kinematic changes. The signal cross section scales as \( (g_z)^2 \), which can be inferred from Eq. 7.8 and 7.9.

In the DM production mode of \( Z' \to hA, A \to \chi \chi \), as the DM pair are produced from resonant decay of \( A \), there is minimal kinematic changes by varying \( m_{DM} \) as long as \( m_{DM} < m_A/2 \) so that \( A \) production is on-shell, as shown in Fig. 7.4.

As seen in Fig. 7.5, variations of \( \tan \beta \) does not lead to changes in kinematic distributions. The signal cross-section scales as \( 1/\tan^2 \beta \) for \( Z' \to Ah \) (Eq. 7.8), and \( \sin^4 \beta \) for \( Z' \to Zh \) (Eq. 7.9). The signal samples used in the analysis are produced with a fixed \( \tan \beta \) value of 1 and the plots shown in Fig. 7.5 for the \( Z' \to Ah \) process.

Summing up the three points above, signal events have been produced for a fixed \( g_z = 0.8 \), \( \tan \beta = 1 \) and \( m_{DM} = 100 \) GeV. For these values, we scan the 2-D parameter space of \( m_{Z'}, m_A \) with \( m_{Z'} = 600, 800, 1000, 1200, 1400 \) GeV, and \( m_A = 300, 400, 500, 600, 700, 800 \) GeV when fulfilling \( m_A < m_{Z'} - m_h \), for a total of 24 grid points. Kinematic shifts as \( m_{Z'} \) is varied at fixed \( m_A \) is shown in Fig. 7.6 and the dependency on \( m_A \) is shown in Fig. 7.7.

Both behave as expected: when \( m_{Z'} \) is much larger than \( m_A \), the Higgs boson is more energetic, and the two \( b \)-quark jets from the Higgs boson decay have a larger \( p_T \) and smaller angular separation; the \( E_T^{\text{miss}} \) recoils against the Higgs boson decay products, and has a harder spectrum as well.
Figure 7.4: Kinematic distributions of the $Z' \rightarrow Ah$ signal process varying $m_{DM}$: minimal kinematic dependency on $m_{DM}$ as expected when $A$ is produced on-shell. Plots shown for $m_{Z'} = 1000$ GeV, $m_A = 300$ GeV.

Figure 7.5: Kinematic distributions of the $Z' \rightarrow Ah$ signal process varying $\tan \beta$: no kinematic dependency on $\tan \beta$ as expected.

### 7.3 Simulated Signal Samples

Monte Carlo (MC) simulated event samples are used to model the $Z' - 2HDM$ signals. The simulated samples are processed with a fast simulation of the response of the electromagnetic and hadronic calorimeters of the ATLAS detector [85]. The results based on fast simulations are validated against samples processed with a full ATLAS detector simulation [2] and the difference is found to be negligible. The simulated samples are further processed with a simulation of the trigger system. Both the simulated events and the data are reconstructed and analyzed with the same analysis chain, using the same event selection criteria.
Figure 7.6: Kinematic distributions of the $Z' \rightarrow Ah$ signal process varying $m_{Z'}$: behaviour as expected. Plots shown for $m_{DM} = 100$ GeV and $m_A = 300$ GeV.

Figure 7.7: Kinematic distributions of the $Z' \rightarrow Ah$ signal process varying $m_A$: behaviour as expected. Plots shown for $m_{Z'} = 1000$ GeV and $m_{DM} = 100$ GeV.

Signal samples are generated with MadGraph [82], interfaced to Pythia8 using the AU2 parameter settings (tune) [80] for parton showering, hadronization, and underlying event simulation. The Higgs boson mass is fixed to 125 GeV. The parton distribution functions (PDF) is defined with the central value in the MSTW2008LO leading-order (LO) PDF set [87]. The decay process of $Z' \rightarrow hA, h \rightarrow bb, A \rightarrow \chi\chi$ is done in Madgraph: as the Higgs decay ratio is calculated at loop level, which could not be performed by Madgraph in a LO calculation, per theory recommendation, the $h \rightarrow bb$ is set to an automated value of $\sim 0.92$ in Madgraph, and the signal cross-section is scaled to the loop-level calculation of the $h \rightarrow bb$ branching ratio of $\sim 0.57$.

Samples are produced with $Z'$ mass between 600 and 1400 GeV, $A$ mass between 300
and 800 GeV (where kinematically allowed), and DM mass between 10 and 200 GeV but always less than half the $A$ mass. In addition, $Z' \rightarrow Zh$ samples are produced for $Z'$ mass between 600 and 1400 GeV. All signals are produced with $g_z = 0.8$ and $\tan \beta = 1$: in signal yield calculation and sensitivity projections, we scale the signal production cross section to the maximum $g_z$ allowed at 95\% C.L. for the given $m_{Z'}$ and $\tan \beta$ (Fig. 7.2, Tab. 7.1), as well as the cross-section dependence on $\tan \beta$ as given in Eq. 7.8 and 7.9.

The signal samples are listed in Table 7.2, 7.3, 7.4. The K-factors are typically the ratio of the NLO to LO cross section for a given process. The signals are computed at tree level; with the heavy $Z'$ and small $g_z$ coupling, the loop corrections are small compared with other signal systematics, so we use 1.0 for K-factors here. The filter efficiency $\varepsilon$ is applied at generated parton level in simulation; in this case there are no specific filters applied to the generated signal samples, so the value is 1.
Table 7.2: $Z' \rightarrow Ah$ signal samples used for the analysis, varying $m_{Z'}$ and $m_A$ with $g_z = 0.8$, $\tan\beta = 1$, and $m_{DM} = 100$ GeV. The columns from left to right describe MC generation ID, $m_{Z'}$, $m_A$, the MC generator used, the sample cross section in pb, the NLO/LO K-factor (multiplicative to the cross section), the filter efficiency of the requested sample within the ATLAS simulation and the effective number of events for normalization.
Table 7.3: $Z' \rightarrow Ah$ signal samples used for the analysis, varying $m_{DM}$ with $g_z = 0.8$, $\tan\beta = 1$. The columns from left to right describe MC generation ID, $m_{Z'}$, $m_A$, $m_{DM}$, the MC generator used, the sample cross section in pb, the NLO/LO K-factor (multiplicative to the cross section), the filter efficiency of the requested sample within the ATLAS simulation and the effective number of events for normalization.

<table>
<thead>
<tr>
<th>ID</th>
<th>$m_{Z'}$ (GeV)</th>
<th>$m_A$ (GeV)</th>
<th>$m_{DM}$ (GeV)</th>
<th>Generator</th>
<th>$\sigma$ [pb]</th>
<th>K-factor</th>
<th>$\varepsilon$ [%]</th>
<th>$N_{\text{weighted gen}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>203874</td>
<td>1000</td>
<td>300</td>
<td>10</td>
<td>MadGraph+Pythia8</td>
<td>3.76E-02</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203875</td>
<td>1000</td>
<td>300</td>
<td>50</td>
<td>MadGraph+Pythia8</td>
<td>3.75E-02</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203876</td>
<td>1300</td>
<td>600</td>
<td>10</td>
<td>MadGraph+Pythia8</td>
<td>3.64E-03</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203877</td>
<td>1300</td>
<td>600</td>
<td>20</td>
<td>MadGraph+Pythia8</td>
<td>3.07E-03</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
</tbody>
</table>

Table 7.4: $Z' \rightarrow Zh$ exclusive samples produced for the analysis, varying $m_{Z'}$ with $g_z = 0.8$, $\tan\beta = 1$. The columns from left to right describe MC generation ID, $m_{Z'}$, the MC generator used, the sample cross section in pb, the NLO/LO K-factor (multiplicative to the cross section), the filter efficiency of the requested sample within the ATLAS simulation and the effective number of events for normalization.

<table>
<thead>
<tr>
<th>ID</th>
<th>$m_{Z'}$ (GeV)</th>
<th>Generator</th>
<th>$\sigma$ [pb]</th>
<th>K-factor</th>
<th>$\varepsilon$ [%]</th>
<th>$N_{\text{weighted gen}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>203878</td>
<td>600</td>
<td>MadGraph+Pythia8</td>
<td>1.15E-01</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203879</td>
<td>800</td>
<td>MadGraph+Pythia8</td>
<td>3.21E-02</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203880</td>
<td>1000</td>
<td>MadGraph+Pythia8</td>
<td>1.13E-02</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203881</td>
<td>1200</td>
<td>MadGraph+Pythia8</td>
<td>4.54E-03</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
<tr>
<td>203882</td>
<td>1400</td>
<td>MadGraph+Pythia8</td>
<td>2.00E-03</td>
<td>1.0</td>
<td>100</td>
<td>20000</td>
</tr>
</tbody>
</table>
Chapter 8
Dark Matter + Higgs(→ bb): Physics Objects

This chapter describes the physics objects used in this analysis, including the lists of samples from data and simulated background processes, and the physical and kinematic variables constructed that are used to identify the events and separate background from signal. The signal model and simulated signal events are presented in Chapter 7. The event selections based on values of these variables are discussed in Chapter 9.

This chapter is organized as follows: Section 8.1.1 presents the data samples used in this analysis, while the simulated samples of the background processes are given in Section 8.1.2; Section 8.2 describes in detail the $E_T^{\text{miss}}$ trigger, which is the primary trigger used in this analysis, and also lists the other lepton and jet triggers used; and Section 8.3 describes the physical and kinematic variables relevant to this analysis, their definition and the selection of these objects.

8.1 Data and Simulated Background Processes

Events from both $pp$ collision data recorded by the ATLAS detector, and Monte Carlo (MC) simulation are used in this analysis. All samples used are in the format of SUSY D3PDs with tag p1328 originating from official ATLAS AOD productions.

8.1.1 Data sample

The search in this thesis is based on $pp$ collision data collected by the ATLAS detector during LHC Run I in 2012 with center of mass energy $\sqrt{s} = 8$ TeV, corresponding to a total integrated luminosity of $20.3$ fb$^{-1}$. These datasets are summarized in Table 8.1. Events are only used when all relevant parts of the detector are working nominally.

<table>
<thead>
<tr>
<th>Year</th>
<th>$\sqrt{s}$</th>
<th>Peak luminosity $[\text{cm}^{-1}\text{s}^{-1}]$</th>
<th>Pile-up $(\mu)$</th>
<th>Data quality</th>
<th>Integrated luminosity [fb$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>8 TeV</td>
<td>$7.73 \times 10^{33}$</td>
<td>20.3</td>
<td>95%</td>
<td>20.3</td>
</tr>
</tbody>
</table>

Table 8.1: Summary of the 2012 ATLAS datasets used for this analysis.
### Table 8.2: Details of the 2012 ATLAS datasets used for this analysis, listed by their data taking periods.

<table>
<thead>
<tr>
<th>Period</th>
<th>Dates</th>
<th>Run Numbers</th>
<th>Integrated Luminosity [pb$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Apr-04 : Apr-20</td>
<td>200804 : 216432</td>
<td>794.80</td>
</tr>
<tr>
<td>B</td>
<td>May-01 : Jun-18</td>
<td>202660 : 205113</td>
<td>5104.55</td>
</tr>
<tr>
<td>C</td>
<td>Jul-01 : Jul-24</td>
<td>206248 : 207397</td>
<td>1408.33</td>
</tr>
<tr>
<td>D</td>
<td>Jul-24 : Aug-23</td>
<td>207447 : 209025</td>
<td>3296.18</td>
</tr>
<tr>
<td>E</td>
<td>Aug-23 : Sep-17</td>
<td>209074 : 210308</td>
<td>2531.50</td>
</tr>
<tr>
<td>G</td>
<td>Sep-26 : Oct-08</td>
<td>211522 : 212272</td>
<td>1276.43</td>
</tr>
<tr>
<td>I</td>
<td>Oct-26 : Nov-02</td>
<td>213431 : 213819</td>
<td>1019.28</td>
</tr>
<tr>
<td>J</td>
<td>Nov-02 : Nov-26</td>
<td>213900 : 215091</td>
<td>2603.29</td>
</tr>
<tr>
<td>L</td>
<td>Nov-30 : Dec-06</td>
<td>215414 : 215643</td>
<td>824.12</td>
</tr>
<tr>
<td>A-L</td>
<td>Apr-04 : Dec-06</td>
<td>200804 : 215643</td>
<td>20323.9</td>
</tr>
</tbody>
</table>

The datasets were recorded by the ATLAS detector between April and December of 2012 and correspond to the data taking periods A, B, C, D, E, G, H, I, J, and L, which comprise the run numbers 200804-215643. Table 8.2 gives an overview of the data taking periods, their corresponding run numbers and integrated luminosities.

For the signal region and 0-lepton validation regions, data from the JetTauEtmiss data stream selected with an unprescaled $E_T^{miss}$ trigger is used; details of the $E_T^{miss}$ trigger are given in Sec. 8.2.1. The electron control region and $\gamma$+jets data is selected with either unprescaled single electron triggers or a $\gamma$ trigger from the EGamma data stream, giving the same luminosity as the JetTauEtmiss stream. The muon control region data is from the muon data stream, selected with the dedicated muon triggers, yielding the same luminosity.

#### 8.1.2 Simulated background samples

Monte Carlo (MC) simulated event samples are used to model different background processes. Effects of multiple proton–proton interactions (pileup) as a function of the instantaneous luminosity are taken into account by overlaying simulated minimum-bias events generated
with Pythia8 [83] onto the hard-scattering process, such that the distribution of the average number of interactions per bunch crossing in the Monte Carlo simulated samples matches that in the data. The simulated samples are processed either with a full ATLAS detector simulation [88] based on the Geant4 program [89], or a fast simulation of the response of the electromagnetic and hadronic calorimeters [85]. The results based on fast simulations are validated against fully simulated samples and the difference is found to be negligible. The simulated samples are further processed with a simulation of the trigger system. Both the simulated events and the data are reconstructed and analyzed with the same analysis chain, using the same event selection criteria.

The dominant $Z(\rightarrow \nu\bar{\nu})$+jets background is determined from data (Section 10.3.2), and samples simulated with SHERPA [90] for $Z(\rightarrow \nu\bar{\nu})$+jets, $Z(\rightarrow \ell\ell)$+jets, and $\gamma$+jets are also used in the calculation process. The $W(\rightarrow \ell\nu)$+jets processes are generated with SHERPA and are normalized using data as described in Section 10.2.1. All the SHERPA samples are generated using the CT10 PDF set [91]. The SHERPA samples are produced in slices of $Z$ boson $p_T$ as well to ensure sufficient statistics up to high $E_T^{\text{miss}}$. Moreover, the samples were produced in three exclusive heavy flavor compositions: veto on bottom and charm quarks, allow for charm quarks but veto bottom quarks, allow for bottom quarks only.

The $t\bar{t}$ background is generated with POWHEG-BOX [92] interfaced with Pythia6 and the PERUGIA 2011C tune [93]. Single top quark production in the $s$- and $Wt$-channels are produced with MC@NLO [94-96] interfaced with Jimmy [97], while the $t$-channel is produced with AcerMC [98] interfaced with Pythia6. The Diagram Removal scheme [99] is used in the single top quark production in the $Wt$-channel to remove potential interference with $t\bar{t}$ production. A top quark mass of 172.5 GeV is used consistently. The cross-sections of the $t\bar{t}$ and single-top-quark processes are determined at next-to-next-to-leading order (NNLO) in QCD including resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon terms with Top++2.0 [100-106]. The normalization and uncertainties are calculated using the PDF4LHC prescription [107] with the MSTW2008 68% CL NNLO [87, 108], CT10 NNLO [91, 109], and NNPDF2.3 [110] PDF sets. Additional kinematic-dependent corrections to the $t\bar{t}$ sample and normalizations determined from data are described in Section 10.2.2.

Diboson ($ZZ$, $WW$, and $WZ$) production is simulated with HERWIG [111] interfaced to JIMMY. The diboson samples are normalized to calculations at next-to-leading order (NLO) in QCD performed using MCFM [112].
The multijet background is estimated from data (Section 10.3.1), with samples simulated with PYTHIA8 used for validation in the control regions.

Standard model higgs events when higgs is produced in association with a vector boson and decays to a pair of $b$-quarks, i.e. $VH(b\bar{b})$ events, are considered as an additional background in the signal region (it is negligible in the CRs). For SM production of $Zh$ and $Wh$, PYTHIA8 is used with CTEQ6L1 PDFs, and the samples were normalized to total cross-sections calculated at NLO [113], and NNLO [114] in QCD, respectively, with NLO electroweak corrections [115] in both cases.

Table 8.3 summarizes the various event generators and parton distribution function (PDF) sets, as well as parton shower and hadronization software used for the analyses presented in this thesis.

<table>
<thead>
<tr>
<th>Model / Process</th>
<th>Generator</th>
<th>PDF</th>
<th>Shower Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z'$-2HDM</td>
<td>MadGraph v1.5.1</td>
<td>MSTW2008LO</td>
<td>PYTHIA v8.175</td>
</tr>
<tr>
<td>EFT models</td>
<td>MadGraph v1.5.1</td>
<td>CTEQ6L1</td>
<td>PYTHIA v8.175</td>
</tr>
<tr>
<td>$W/Z/\gamma+jets$</td>
<td>SHERPA v1.4.3</td>
<td>CT10</td>
<td>SHERPA v1.4.3</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>POWHEG-BOX v1.0 r2129</td>
<td>CT10</td>
<td>PYTHIA v6.427</td>
</tr>
<tr>
<td>Single top ($s$-ch., $Wt$)</td>
<td>MC@NLO v3.31</td>
<td>CT10</td>
<td>JIMMY v4.31</td>
</tr>
<tr>
<td>Single top ($t$-ch.)</td>
<td>AcerMC v3.8</td>
<td>CTEQ6L1</td>
<td>PYTHIA v6.426</td>
</tr>
<tr>
<td>WW/WZ/ZZ</td>
<td>HERWIG v6.520</td>
<td>CTEQ6L1</td>
<td>JIMMY v4.31</td>
</tr>
<tr>
<td>$q\bar{q} \rightarrow Vh$</td>
<td>PYTHIA v8.175</td>
<td>CTEQ6L1</td>
<td>PYTHIA v8.175</td>
</tr>
<tr>
<td>$gg \rightarrow Zh$</td>
<td>POWHEG r2330.3</td>
<td>CT10</td>
<td>PYTHIA v8.175</td>
</tr>
<tr>
<td>multijet</td>
<td>PYTHIA v8.160</td>
<td>CT10</td>
<td>PYTHIA v8.160</td>
</tr>
</tbody>
</table>

Table 8.3: Summary of MC event generators, PDF sets, and parton shower and hadronization models utilized in the analyses for both the signal and background processes.

8.2 Trigger

The primary data sample is selected using an $E_{T}^{\text{miss}}$ trigger yielding hadronic final states with missing energy, as discussed in detail in Section 8.2.1. Lepton and photon triggers are also used to select events used in the control regions and validation regions to study and test
the modeling of background processes, as described in Section 8.2.2

8.2.1 $E_T^{\text{miss}}$ Trigger

An $E_T^{\text{miss}}$ trigger is used in this analysis to select events with fully hadronic final states. The threshold is 60 GeV at the L1 trigger and 80 GeV at the HLT. The trigger efficiency is above 98% for events passing the full offline selection across the full $E_T^{\text{miss}}$ range considered in this analysis.

Definition and Implementation

The $E_T^{\text{miss}}$ trigger used in this analysis is denoted as EF_xe80_tclcw. Details about the implementation of the $E_T^{\text{miss}}$ trigger can be found in Ref. [116]. This trigger chain has the following thresholds:

- L1 $E_T^{\text{miss}} > 60$ GeV
- L2 $E_T^{\text{miss}} > 65$ GeV
- EF $E_T^{\text{miss}} > 80$ GeV

At Level 1, $E_T^{\text{miss}}$ is calculated from calorimeter information alone; Level 2 uses output from Level 1 plus information from the muon spectrometer and inner detectors; the Event-Filter (EF) then applies a calibration scheme “Local Cluster Weighting” (LCW) [117]. The LCW calibration method classifies the topological calorimeter clusters as either electromagnetic or hadronic, using the energy density and the shape of the cluster; this reconstruction method improves the $E_T^{\text{miss}}$ resolution of the $E_T^{\text{miss}}$ triggers. The EF_xe80_tclcw trigger was used for all data taking periods of the 2012 run, and is not prescaled.

Trigger Efficiency in Data and Simulation

We study the efficiency of the EF_xe80_tclcw trigger as a function of $E_T^{\text{miss}}$, and compare the result between data and MC. The data sample used for the trigger study is the full 21fb$^{-1}$ 2012 muon stream data, which has both leptons (muons) and $E_T^{\text{miss}}$ in the final state. A number of different MC samples simulated with the Alpgen generator are used for comparison, as listed in Table 8.3. All the MC samples are scaled by cross-section corresponding
to luminosity. Both data and simulated events are required to pass the selection criteria in Tab. 8.4 to select $W \rightarrow \mu \nu$ events.

<table>
<thead>
<tr>
<th>Jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>at least one jet, medium quality</td>
</tr>
<tr>
<td>$p_T(jet)$</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>leading jet $p_T$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
</tr>
<tr>
<td>EF_mu36_tight</td>
</tr>
<tr>
<td>Quality</td>
</tr>
<tr>
<td>$E_{Tcone}^{30}/p_T &lt; 0.12$</td>
</tr>
<tr>
<td>$p_T(\mu)$</td>
</tr>
<tr>
<td>$</td>
</tr>
</tbody>
</table>

Table 8.4: Trigger selections to enrich $W \rightarrow \mu \nu$. The muons are required to be isolated using the calorimeter-based isolation requirement: a muon is considered well isolated when the sum of the energy deposits in topological clusters in the calorimeter in a cone of $\delta R = 0.3$ around the muon, but excluding the muon itself, i.e. $E_{Tcone}^{30}$, is below 0.12 times the muon $p_T$.

Trigger efficiency is reconstructed as a function of the offline reconstructed $E_T^{\text{miss}}$, and the resulting efficiency “turn-on” curves are fit with a Fermi function (Eq. 8.1).

$$f(x) = \frac{1}{1 + e^{(x-a)/b}}$$  \hspace{1cm} (8.1)

An Error function (Eq. 8.2) has also been used for cross-check, yielding compatible results with a slightly larger $\chi^2$. Hence the Fermi function in Eq. 8.1 is used to interpret the results.

$$f(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$$  \hspace{1cm} (8.2)
A $\sim 2\%$ discrepancy in efficiency curves between data and simulated $W(\rightarrow \mu \nu)$+jets exclusive sample is observed, as shown in Fig. 8.1. This difference is likely to come from events in data that passed the selection and are mis-reconstructed as $W \rightarrow \mu \nu$ events, instead of being the result of difference in trigger turn-on between data and simulation. This is confirmed by studying different simulated background processes individually and combined, as shown in Fig. 8.2 where the combined MC sample of $W + \text{jets}$ inclusive, diboson, and $t\bar{t}$ events yields near identical trigger efficiency as data. The $E_T^{\text{miss}}$ value where the turn-on curve reaches its plateau, the $E_T^{\text{miss}}$ value at 98% of highest efficiency, and the $\chi^2/\text{dof}$ are also calculated and tabulated in Tab. 8.5. The $E_T^{\text{miss}}$ trigger reaches 98% efficiency at 151 GeV in the data, and at 145 GeV in the combined background processes in simulation. The analysis adopts a baseline $E_T^{\text{miss}}$ threshold 100 GeV, at which point and beyond data and combined MC samples have near perfect agreement.

![Figure 8.1: EF_xe80_tclcw trigger turn-on curves as a function of $E_T^{\text{miss}}$ for Data (black) and $W(\rightarrow \mu \nu)$+jets exclusive process in simulation (red).](image)

The difference between the trigger efficiency curve from $W+$jets inclusive MC sample, and that of the data, as shown in Fig. 8.2 part(a), is applied as a correction to all simulated events with $E_T^{\text{miss}}$ below 180 GeV. In this analysis, most of the signal samples have a selection cut of $E_T^{\text{miss}}$ above 200 GeV, where the triggers are fully efficient for all samples in discussion. For the two signal samples with $m_{Z'} = 600$ GeV that use a selection cut of $E_T^{\text{miss}}$ above 150 GeV, there is a small discrepancy in trigger turn-on in $t\bar{t}$ events compared with that in $W + \text{jets}$ events (the red curves in Fig. 8.2 part(a) and part(b)) leading to an uncertainty of 6% before the trigger reaches full efficiency for $t\bar{t}$ events, but as it only applies to a
Figure 8.2: EF_xe80_tclcw trigger turn-on curves as a function of $E_T^{\text{miss}}$ for a) $W + \text{jets}$ inclusive process, b) $t\bar{t}$, c) Diboson and d) combined background processes in simulation.

A narrow region of $E_T^{\text{miss}}$, and the discrepancy is much smaller compared with other sources of systematic uncertainty in $t\bar{t}$ (Sec. 11.4), no additional systematic uncertainty is added for this case.

Kinematic and pile-up dependencies

We further study properties of the EF_xe80_tclcw trigger in terms of possible correlations between the trigger efficiency and kinematic or pile-up conditions. The studies are done by comparing the trigger efficiency as a function of $E_T^{\text{miss}}$ in events passing different requirements on various kinematic variables or relevant properties, and are performed for both data and the different background processes in simulation.
<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>$W\mu\nu$</th>
<th>$W + \text{jets incl}$</th>
<th>Diboson</th>
<th>$t\bar{t}$</th>
<th>Simulation Comb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td>2.8 \cdot 10^6</td>
<td>1.38 \cdot 10^6</td>
<td>4.92 \cdot 10^6</td>
<td>8.79 \cdot 10^4</td>
<td>4.6 \cdot 10^5</td>
<td>5.47 \cdot 10^6</td>
</tr>
<tr>
<td>Before Trig</td>
<td>2.41 \cdot 10^6</td>
<td>1.34 \cdot 10^6</td>
<td>1.73 \cdot 10^6</td>
<td>3.12 \cdot 10^4</td>
<td>3.12 \cdot 10^5</td>
<td>2.07 \cdot 10^6</td>
</tr>
<tr>
<td>After Trig</td>
<td>2.01 \cdot 10^6</td>
<td>1.28 \cdot 10^6</td>
<td>1.66 \cdot 10^6</td>
<td>3.00 \cdot 10^4</td>
<td>3.72 \cdot 10^5</td>
<td>1.96 \cdot 10^6</td>
</tr>
<tr>
<td>Max. Eff.</td>
<td>99.7%</td>
<td>99.8%</td>
<td>99.9%</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.6%</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}}$ at 98%</td>
<td>151 GeV</td>
<td>131 GeV</td>
<td>133 GeV</td>
<td>136 GeV</td>
<td>200 GeV</td>
<td>145 GeV</td>
</tr>
<tr>
<td>$\chi^2$/dof</td>
<td>0.34</td>
<td>0.09</td>
<td>0.11</td>
<td>0.40</td>
<td>0.35</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 8.5: Event yield and $E_{T}^{\text{miss}}$ trigger efficiency values for data and simulated background samples using the EF_xe80_tclcw trigger.

**Trigger Efficiency and leading jet transverse momentum**  

The dependence of the $E_{T}^{\text{miss}}$ trigger efficiency on leading jet transverse momentum is studied by deducing the turn-on curves for various requirements on leading jet transverse momentum $p_T$(leading jet). The selections used are $p_T$(leading jet) > 120, 140, and 160 GeV. The trigger efficiency shows a weak dependency on the leading jet $p_T$ in both data and MC, consistent with previous studies found in Ref. [1]. The trigger turn-on curves are shown in Fig. 8.3.

![Figure 8.3: Trigger turn-on curves for different jet momentum using the EF_xe80_tclcw trigger.](chart.png)

**Trigger Efficiency and Number of Vertices**  

The dependence of the trigger efficiency on the pile-up condition is also studied. Events are selected according to the number of
reconstructed primary vertices and divided into 3 subgroups, $N_{vtx} \leq 5$, $5 < N_{vtx} \leq 10$, $N_{vtx} > 10$. Trigger efficiency curves are calculated for each subgroup and shown in Fig. 8.4. One observes a small dependency on the number of vertices, consistent with previous studies.

![Graph showing trigger efficiency dependency on $N_{vtx}$](image)

Figure 8.4: $EF_{xe80_tclcw}$ trigger efficiency dependency on $N_{vtx}$.

**Trigger Efficiency and Jet Multiplicity** We study the dependence of trigger efficiency on number of jets in the final state. Events are selected and divided into 3 subgroups according to the jet multiplicity: 1 jet, 2 jets, 3 and more jets. Trigger efficiency curves are obtained for each subgroup and as we can see in Fig. 8.5, the turn-on curves reach 98% or full efficiency at slightly larger $E_T^{miss}$ for events with larger jet multiplicities. This is consistent with previous analysis and expected due to pile-up and possible mis-measurement at higher jet multiplicity. This could also partially explain the slightly lower turn-on curve for $t\bar{t}$ events which would have a larger jet multiplicity, as observed in Fig. 8.2. This analysis requires 2 or 3 jets in its final state, for which the change in trigger efficiency curve is small. This will also reduce the aforementioned small discrepancy in trigger turn-on between $t\bar{t}$ events and other sources of background.

---

1. Proton–proton collision vertices are reconstructed requiring that at least five tracks with $p_T > 0.5\text{GeV}$ are associated with a given vertex.
8.2.2 Other Triggers

Muon triggers with transverse momentum thresholds at the HLT of 24 GeV for muons with surrounding inner detector tracking activity below a predefined level, i.e., isolated muons \[113\], and 36 GeV for muons with no isolation requirement, are used to select muon data used for the estimation and validation of backgrounds in control regions. The efficiency of this trigger combination reaches its plateau at just under 25 GeV of muon $p_T$, after which the trigger efficiency is about 86% (70%) for muons traveling through the endcap (barrel) regions of the detector.

A photon trigger with a transverse momentum threshold of 120 GeV at the HLT is used to select events with a high $p_T$ prompt photon for data-driven $Z(\rightarrow \nu\bar{\nu})+\text{jets}$ background estimation (Sec. 10.3.2). This trigger has almost full efficiency for photons with $p_T$ greater than 125 GeV.

A set of jet triggers with different $p_T$ thresholds are used in the data-driven method to estimate multijet background (Sec. 10.3.1).

8.3 Final State Observables: Definition and Selection

The analysis uses a wide variety of physics objects that are reconstructed offline from properties recorded by the ATLAS detector, including jets which may be identified for the flavor of quarks it contains, electrons, muons, photons, and $E_T^{\text{miss}}$. Object reconstruction efficiencies

Figure 8.5: EFxAE80.tc1cw trigger efficiency dependency on jet multiplicity.
in simulated events are corrected to reproduce the performance measured in the data, and their systematic uncertainties are detailed in Section 11. The definitions and selections of these objects are detailed in the following paragraphs.

**Jets**  Jets are reconstructed at the electromagnetic (EM) scale using the anti-$k_t$ algorithm with an angular coverage of $\Delta R = 0.4$. The input objects to the jet algorithm are three-dimensional topological clusters (topological calorimeter clusters) built from energy deposits in calorimeter cells. Each topocluster is constructed from a seed calorimeter cell with $|E_{cell}| > 4\sigma$, where $\sigma$ is the RMS of the noise of the cell. Neighboring cells are iteratively added to the topocluster if they have $|E_{cell}| > 2\sigma$. Finally, an outer layer of surrounding cells is added. In the jet reconstruction, each such calorimeter cluster is considered as a massless particle with energy $E = \sum E_{cell}$, with position at the energy-weighted barycenter of the cells in the cluster and originating from the geometrical center of the ATLAS detector. The four momentum of the uncalibrated, EM-scale jet is defined as sum of four momenta of the calorimeter clusters. The jet is then calibrated in three subsequent steps as outlined below. The calibration procedure is detailed in Ref. 120.

- Additional energy due to multiple proton-proton interactions within the same bunch crossing (pile-up) is subtracted using a correction measured in data 121;
- The position of the jet is corrected such that the jet direction points to the primary vertex of the interaction instead of the geometrical center of ATLAS;
- Finally, the energy and the position of the jet are corrected for instrumental effects (calorimeter non-compensation, additional dead material, out-of-cone effects) and the jet energy scale is restored on average to that of the particles entering the calorimeter.

A jet is categorized as either “central” or “forward” depending on its $\eta$ value. Jets selected in this analysis are required to have $p_T(\text{jet}) > 25$ GeV for central jets with $|\eta| \leq 2.4$, and $p_T(\text{jet}) > 30$ GeV for forward jets with $2.4 < |\eta| < 4.5$. Additional selection criteria, including cleaning cuts to remove fake jets and jets deposited through areas of the detector that are not functioning properly, are applied as detailed in Sec. 9.1.
Identification of jets containing $b$-quarks, i.e. $b$-jets, is crucial for this analysis. In simulation, a jet is labeled at truth level as a $b$-jet if a $b$-quark (after final-state radiation) with transverse momentum above 5 GeV is identified within a cone of $\Delta R = 0.3$ around the jet axis. If no $b$-quark is identified, the jet is labeled as a charm-quark jet if a charm-quark is identified with the same criteria. If no charm quark is identified, the jet is labeled as a $\tau$-jet if a $\tau$-lepton is identified with the same criteria. Otherwise the jet is labeled as a light-flavor jet. The process of identifying $b$-jets is called $b$-tagging. In this thesis, unless otherwise specified, $b$-jets refer to reconstructed jets that are $b$-tagged.

Jets originating from $b$-quarks, which hadronize and decays, often present unique collider signatures. There will often be a secondary vertex where the $B$-hadron decays into lighter products, displaced from the primary vertex where the $b$-quark originates. The larger mass of $B$-hadrons relative to their decay products often leads to many more particles in the final state compared with light-quark jets, and the weak decay of $B$-hadrons can produce both charged leptons and neutrinos in the final state. All these unique properties are characterised and quantified as input variables to complicated algorithms, which decides the likelihood of a jet being a $b$-jet.

Jets considered for $b$-tagging have to pass the jet quality criteria, and have $p_T \geq 20$ GeV and $|\eta| < 2.5$. This analysis uses a $b$-tagging algorithm ("MV1") that has been optimized using multivariate techniques. The MV1 algorithm uses a large set of relevant variables as input, including the output variables of the other tagging algorithms: IP3D, a track based algorithm, SV1 [12], a secondary vertex finding algorithm, and JetFitter, a neural network algorithm. These three input variables provide a continuous output value that is skewed toward one for $b$-jets and zero for non-$b$-jets. The ATLAS flavor tagging working group provides several working points corresponding to canonical values of 60%, 70%, 80% efficiency in identifying $b$-jets, and the 60% efficiency working point (corresponding to an output value of above 0.9827 from the "MV1" $b$-tagging algorithm) is chosen in this analysis to maximize signal sensitivity.

The $b$-tagging efficiencies have been determined by the flavor tagging working group using the $t\bar{t}$ PDF method, which has higher precision compared with other existing methods. This method uses $t\bar{t}$ dilepton samples that have high purity and are highly enriched in $b$-jets. The $b$-tagging efficiency can be extracted from a single equation for the fraction of tagged leading jets in data:
\[ f_{\text{tagged}} = f_b \epsilon_b + (1 - f_b) \epsilon_l \quad (8.3) \]

where \( f_b \) is the fraction of real \( b \)-jets in the selected jet sample and \( \epsilon_l \) is the light jet selection efficiency taken from simulation.

A scale factor (SF) then is defined as the ratio between the efficiency in data and that in simulation, for \( b \)-jets, \( c \)-jets and light jets.

\[ \text{SF}_b(p_T) = \frac{\epsilon_{\text{data}}^b}{\epsilon_{\text{MC}}^b}, \quad \text{SF}_c(p_T) = \frac{\epsilon_{\text{data}}^c}{\epsilon_{\text{MC}}^c}, \quad \text{SF}_l(p_T) = \frac{\epsilon_{\text{data}}^l}{\epsilon_{\text{MC}}^l} \quad (8.4) \]

The \( b \)-tagging performance is dependent on the transverse momentum of the jets. The \( b \)-tagging calibrations for \( b \) and \( c \)-jets only extend to 300 GeV in jet \( p_T \) with the light-jets extending to 750 GeV. A MC-based analysis is used to assess an extrapolation uncertainty on the \( b \)-tagging efficiency from the last calibrated \( p_T \) bin up to 1200 GeV, to judge how systematic effects could impact the higher \( p_T \) jets compared to the last measured calibrated bin. The calculated scale factors are then used to determine a weight value to apply to each jet in an event with \( p_T > 20 \) GeV and \(|\eta| < 2.5 \) and subsequently a weight for the entire event. These weights correct the tagging rate in MC to that in data. They are obtained for the individual jets in two distinct ways. If the jet is tagged the weight is given by

\[ w_{\text{jet}} = \text{SF}_{\text{flavour}}(p_T) \quad (8.5) \]

If the jet is not tagged the weight is calculated as:

\[ w_{\text{jet}} = \frac{1 - \epsilon_{\text{flavour}}^{\text{data}}(p_T)}{1 - \epsilon_{\text{flavour}}^{\text{MC}}(p_T)} = \frac{1 - \text{SF}_{\text{flavour}}(p_T) \epsilon_{\text{MC}}^{\text{flavour}}(p_T)}{1 - \epsilon_{\text{flavour}}^{\text{MC}}(p_T)} \quad (8.6) \]

The event weight applied is then the product of all the weights of the individual jets in that event.

\[ w_{\text{event}} = \Pi_{\text{jet}} w_{\text{jet}} \quad (8.7) \]

The event weight is included in all the MC estimations after application of \( b \)-tagging. The scale factors are determined independently for \( b \)-jets, \( c \)-jets and light-jets and their uncertainties are uncorrelated. Therefore the \( b \)-tagging uncertainty is calculated separately.
for each kind of jet and the final systematic uncertainty due to the \( b \)-tagging is obtained by summing these three uncertainties in quadrature.

**Electrons**  Electrons are pre-selected using the “Medium++” definition \[123\] with \( p_T > 7 \) GeV and \( |\eta^{\text{clust}}| < 2.47 \), where \( \eta \) is the pseudorapidity of the track if the track contains at least 4 silicon hits and that of the cluster otherwise. Electrons reconstructed in any of the problematic calorimeter regions (including the dead region present in the barrel EM calorimeter) are rejected both in data and MC. Smearing factors are applied to reconstructed electrons in MC events in order to more accurately reproduce the energy resolution of the calorimeter. In addition to the preselection, signal electrons used in the 1-lepton control regions are required to be pass the “Tight++” requirement \[123\], with \( E^{\text{clust}}/\cosh\eta > 20 \) GeV, in order to meet the plateau of the single electron trigger, and to be well isolated with a cone size of \( R = 0.3 \). Scale factors that correct for discrepancies between data and MC are applied to all MC events with selected electrons.

**Photons**  Although photons are ignored for most of the analysis, the data-driven \( Z \to \nu\nu \) background estimation makes use of high \( p_T \gamma \) rays. Therefore only isolated photons with high \( p_T \) are reconstructed as photons. All others will either be reconstructed as jets, or only be considered in the \( E_T^{\text{miss}} \) calculation.

Photons are pre-selected using the 2012 tight definition \[124\] with \( p_T > 10 \) GeV. Furthermore, only photons with \( |\eta^{\text{clust}}| < 2.37 \) are kept. Photons reconstructed in any of the problematic calorimeter regions (including the dead region present in the barrel EM calorimeter) are rejected both in data and MC. Smearing factors are applied to reconstructed photons in MC events in order to more accurately reproduce the energy resolution of the calorimeter.

In addition to the preselection, signal photons used in the \( Z \to \nu\nu \) estimate are required to satisfy the isolation criteria \( E^{\text{cone}40} < 5 \) GeV, in order to remove fake photon backgrounds, and have \( p_T > 125 \) GeV to meet the plateau of the single photon trigger (g120_loose).

**Muons**  Muons are reconstructed using the “STACO” algorithm, which combines the inner detector and the muon spectrometer information (combined muons) \[125\]. To recover efficiency in the regions \( |\eta| \approx 0 \) and \( |\eta| \approx 1.2 \), segment tagged muons are also used. Muons are preselected for the analysis only if they have \( p_T > 6 \) GeV and \( |\eta| < 2.5 \). Furthermore, the
following quality cuts on the tracks are applied:

- At least one hit in the B-layer if expected;
- At least one hit in any pixel layer;
- At least 6 SCT hits;
- The sum of the holes in the pixel and the SCT should be less than 3;
- A successful TRT-Extension where expected (i.e. within the acceptance of the TRT).

An unsuccessful extension corresponds to either no TRT hit associated, or a set of TRT hits associated as outliers, i.e. outside the acceptance of the TRT. For $|\eta| < 1.9$, muons are required to have $N_{\text{TRT}} = N_{\text{hits}}^{\text{TRT}} + N_{\text{outliers}}^{\text{TRT}} > 5$. For $|\eta| > 1.9$, tracks with $N > 5$ should satisfy $N_{\text{outliers}}^{\text{TRT}} < 0.9 \cdot N_{\text{TRT}}$. $N_{\text{hits}}^{\text{TRT}}$ is the number of hits in the TRT associated to the track and $N_{\text{outliers}}^{\text{TRT}}$ is the number of TRT outliers on the muon track.

Furthermore, to avoid using cosmic muons, events containing a muon that survives overlap removal and has a transverse (longitudinal) impact parameter with respect to the primary vertex larger than $0.2$ $(1)$ mm are rejected. To correct for discrepancies in muon $p_T$ resolution between data and MC, an additional smearing of the muon $p_T$ is applied to simulated muons. In addition to the preselection, signal muons used in the one-lepton channel are required to have a transverse momentum larger than 20 GeV and be well isolated with $\Delta R < 0.4$.

$E_T^{\text{miss}}$ The missing transverse momentum, the magnitude of which being the missing transverse energy $E_T^{\text{miss}}$, indicates the presence of neutrinos and possibly WIMP candidates in the final state. It is calculated with an algorithm based on a specific variant of $E_T^{\text{miss}}$ \cite{126,127} called Egamma10NoTau as recommended, which consists of the sum of terms obtained respectively from the negative vector sum of the transverse momenta of jets, muons, electrons, photons and topological calorimeter clusters not assigned to any reconstructed objects. The $E_T^{\text{miss}}$ is calculated as follows:

$$ E_T^{\text{miss}} = E_{T}^{\nu} + E_{T}^{\gamma} + E_{T}^{\mu} + E_{T}^{\text{jets}} + E_{T}^{\text{SoftTerm}} $$(8.8)

This order reflects the sequence of the objects used to calculate $E_T^{\text{miss}}$ and the importance in defining the sequence for the signal ambiguity resolution: constituents used by a physics
object contributing to $E_T^{\text{miss}}$ are not used anymore in other contributions to $E_T^{\text{miss}}$ to avoid energy double counting. Jets with $p_T > 20$ GeV and covering the full $\eta$ range are included at the electromagnetic jet energy scale. The muon term includes all preselected muons before the overlap removal. Contribution from electrons includes electrons passing the “medium” electron selection criteria, with $p_T > 20$ GeV and before the overlap removal. The last term $E_T^{\text{SoftTerm}}$ is calculated at the electromagnetic scale from topological calorimeter clusters that are not included in any reconstructed object. Details regarding the $E_T^{\text{miss}}$ performance and reconstruction can be found in Ref. [127].

**Overlap Removal** According to the definitions above, Energy deposits and tracks in the detector may be associated with multiple physics objects, and a procedure is implemented to remove duplication. The overlap removal procedure is carried out sequentially as follows:

- If an electron is found within $\Delta R < 0.05$ of another electron, remove the one with lower $p_T$.

- If a jet that is not $b$-tagged is found within $\Delta R < 0.2$ of an electron or photon passing the “loose” selection requirements, the jet is removed and the electron or photon is kept.

- After the previous step, if an electron, muon, or photon is found within $\Delta R < 0.4$ of a jet, the jet is kept and the electron, muon, or photon is removed.
Chapter 9

Dark Matter + Higgs(→ b¯b): Event Selection

This chapter presents a detailed description of the selection criteria used in this analysis to reject background and maximize signal sensitivity. The reconstructed objects used in the selection are jets, $E_T^{\text{miss}}$, electrons and muons. A discussion of the definition of these objects can be found in Chapter 8, where the triggers used in this analysis are also discussed.

This chapter is organized as follows: Sec. 9.1 discusses the requirements placed on all signal and control region events, called “preselection” for high quality pp collision data to be used in the analysis. Sec. 9.2 describes the selection criteria that define the signal region, as well as the resulting selection efficiency of signal events.

9.1 Event Preselection

The selections discussed in this section are applied to events in all signal and control regions to ensure high-quality data.

The events used in the analysis are recorded when all subdetectors are function correctly, as labeled belonging to the Good Run List (GRL). We are using the GRL from Feb. 2014 for 8 TeV collision data recorded in 2012, named data12_8TeV.periodAllYear_DetStatus-v61-pro14-02_DQDefects-00-01-00_PHYS_StandardGRL_All_Good.xml.

BCH Cleaning

For a variety of reasons, there are modules in the calorimeter which are either temporarily or permanently masked throughout all data taking periods. In 2012, there was one module which was off for the full dataset, and which was thus added to the MC as well. It turns out that the correction which was used to correct for masked cells within the tile calorimeter was not able to properly handle entire dead module(s), and thus some problems have been observed. In particular, high momentum jets are particularly sensitive, as they are more collimated and thus can be more completely contained within masked modules. Studies within the tile and jet groups have shown that medium to high momentum jets which fall within a masked module (this region is called “core”) are usually under-corrected, while jets
in modules adjacent to a masked module (this region is called “edge”) are over-corrected. As the jet pT is increased, this becomes a much more significant contribution. It becomes important to remove events where such jets fall into masked regions, as otherwise the jet is poorly reconstructed. This is also important for $E_T^{\text{miss}}$ reconstruction, as these masked regions can create large amounts of fake $E_T^{\text{miss}}$. The latest version of the BCH Cleaning Tool \cite{128} with the medium cleaning criteria is applied to all events used in this analysis. Tight cleaning has been tried as well: the change between tight and medium cleaning is small, and effectively disappears after b-tagging requirements, hence medium cleaning is adopted to retain selection efficiency of events. Tab. \ref{tab:9.1} shows the ratio of events observed before and after applying the requirement on the BCH cleaning for various background sources and data. The overall effect of BCH cleaning and the uncertainty associated with it is small.

<table>
<thead>
<tr>
<th>Ratio medium/no cut</th>
<th>Diboson</th>
<th>$V+\text{jet}$</th>
<th>$t\bar{t}$</th>
<th>Multijet</th>
<th>$Z \rightarrow \nu\nu$</th>
<th>Exp Bkdg</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 9.1: Ratio of event yield with and without the medium BCH requirement applied.

**Data Quality**

Events are rejected for which the data quality requirements indicate possible problem with one or more of the ATLAS sub-detectors.

**Vertex selection**

To ensure that a recorded event is consistent with a $pp$-collision, events with less than 5 tracks associated to the selected primary vertex are rejected because we need high quality vertices for $b$-tagging. The minimum $p_T$ required for a track associated with a vertex is 500 MeV.

**Trigger**

In the signal regions and 0-lepton control regions, events are selected by an $E_T^{\text{miss}}$ trigger with a threshold of 80 GeV at the event filter (EF) level ($\text{EF}_{xe80\_tclcw}$), which reaches an
efficiency of 98\% at 151\,GeV. For more details on the $E_T^{\text{miss}}$ trigger and its efficiency, see Sec. 8.2.1.

Muon triggers with thresholds of 24\,GeV for isolated muons, and 36\,GeV for muons with no isolation requirement, are used to select muon data used for the validation of backgrounds in the 1-lepton control regions. A photon trigger with a threshold of 120\,GeV is used to select events with a high $p_T$ prompt photon for data-driven $Z \rightarrow \nu\nu$ background estimation. More details are given in Sec. 8.2.2.

**Event cleaning**

Additional cleaning is applied to the remaining events. The following events are removed: events recorded in a time window around a noise burst in the LAr calorimeter, events recorded when there are functioning errors in the tile calorimeter or saturation in one of the tile calorimeter cells, and incomplete events where some detector information is missing.

**Jet cleaning**

The main backgrounds to jets coming from $pp$-collisions are calorimeter noise and non-collision events like cosmic ray muons or beam-halo events. To reduce these contaminations, a number of quality requirements is placed on any jet with a calibrated $p_T$ above 20\,GeV within the full $\eta$ range. If any of these jets does not pass the selection, the event is rejected. The quality requirements are detailed in Ref. [129] and correspond to the *looser* jet quality criterion, which was designed to provide an efficiency above 99.8\% while retaining a rejection of fake jets as high as possible, hence recommended for physics analysis.

An additional cleaning cut is used to further suppress beam backgrounds. Events are rejected if the leading jet does not satisfy $chf > 0.1 \times \text{fracSamplingMax}$, where $chf$ is the jet charge fraction and “fracSamplingMax” the maximum energy fraction in one calorimeter layer.

**Jet Vertex Fraction**

The jet vertex fraction (JVF) is a quantity constructed from tracking and vertexing information, and used to identify and select jets originating in the hard-scatter interaction point.
and reject fake jets. It is calculated as the scalar sum of the track $p_T$ originating from the primary vertex divided by the sum of all track $p_T$ associated with the jet. Because of the limited $\eta$ coverage of the ATLAS inner detectors that provide the tracking information, JVF can only be calculated for central jets. As jets not originating from the interaction point tend to have lower $p_T$, central jets with $p_T < 50$ GeV are required to have a JVF value of $\geq 0.5$.

Jet multiplicity

For the preselection we require the event to have at least one “good” jet, defined as passing the aforementioned jet reconstruction and selection requirements, with $p_T(jet) > 20$ GeV and $|\eta| < 2.8$.

$E^{miss}_T$

For the analysis of the full 2012 dataset, a variant of $E^{miss}_T$ called Egamma10NoTau is used. We require any event selected for this analysis to have $E^{miss}_T$ or modified $E^{miss}_T$ ($E^{miss}_T$ ll or $E^{miss}_T$ g) above 100 GeV.

Details of the $E^{miss}_T$ calculation are given in Sec. 8.3. Definitions of the modified $E^{miss}_T$ are described in the $Z(\rightarrow \nu \bar{\nu}) + jets$ background estimation in Sec. 10.3.2.

Lepton veto

In the signal regions and 0-lepton validation region, we reject events containing any electron or muon as defined in Sec. 8.3. In the lepton control regions, this cut is modified to require a specific number of reconstructed electrons and muons as described in Sec. 8.3.

9.2 Selection of $E^{miss}_T + h(\rightarrow b\bar{b})$ Signal

For the events passing the aforementioned “preselection” requirements, a dedicated set of selection criteria are developed and optimized to select signal events with $E^{miss}_T + h(\rightarrow b\bar{b})$ final state. The selections and the resulting efficiency for the $Z' - 2HDM$ signal events are described below.

88
9.2.1 Signal Selection

The signal process, as shown in Fig. 7.1, leads to collider signatures with a pair of $b$-quarks in the final state from the Higgs boson decay recoiling against large missing transverse momentum from the WIMP pair. Due to the resonant production and decay of the heavy $Z'$, the WIMP pair is boosted with small angular separation between the two dark matter particles. This leads to large missing transverse momentum in the final state even for low WIMP masses. The majority of signal samples produced, especially the ones with high $m_{Z'}$ relative to $m_{A^0}$, lead to $E_T^{\text{miss}}$ peaks at very high values, motivating probes into high $E_T^{\text{miss}}$ regions different from existing Standard Model (SM) Higgs searches in association with a vector boson.

This final state is very similar to the $DM + b(\bar{b})$ signal in the existing DM+heavy flavor analysis (Ref [10]) as mentioned in Chapter 5, where the selections are derived from. To select the $DM + h(\rightarrow b\bar{b})$ events, the variables providing the best separation between the SM backgrounds and signal events are found to be $E_T^{\text{miss}}$, leading $b$-jet $p_T$, sub-leading $b$-jet $p_T$, $b$-tagging requirement with a selected efficiency working point, $\Delta\phi_{\text{min}}(E_T^{\text{miss}}\cdot j)$ (the smallest azimuthal angle between $E_T^{\text{miss}}$ and jets), jet multiplicity ($n_j$), and requiring the invariant mass of the reconstructed two $b$-jets to be within the Higgs mass window. The optimal selection values are determined using an iterative process of maximizing signal significance “S” for the $DM + H(b\bar{b})$ signal, at different selection stages for different variables, where the signal significance $S$ is defined as

$$S = \frac{N_S}{\sqrt{N_S + N_b + 0.2^2 \cdot N_b^2}} \tag{9.1}$$

where $N_S$ is the expected number of signal events; $N_b$ is the expected number of background events; and the third term in the denominator is a rough approximation of the systematic uncertainty which is conservatively estimated to be 20% of the number of background events.

The optimized signal selection criteria are listed as follows and applied in this progressive order to ensure good understanding of the background and data at each selection stage, where the symbol $j$ represents an anti-$k_t$jet ($R = 0.4$), $b$ a $b$-tagged anti-$k_t$jet ($R = 0.4$), and the subscript index $i$ of each jet collection means the $i$-th jet in descending order of the transverse momentum, of which $j_i$ are inclusive and may or may not be $b$-tagged.
• Lepton Veto

• $E_T^{\text{miss}} > 100$ GeV

• $\Delta \phi_{\text{min}}(E_T^{\text{miss}}, p_T(j)) > 1.0$

• highest $p_T$ jet must have $p_T > 100$ GeV

• $\geq 1b$-jet with $b$-tagging working point: 60%

• highest $p_T$ b-jet must have $p_T > 100$ GeV

• $2 \leq n_j \leq 3$

• sub-leading jet $p_T > 100$ GeV when $n_j = 3$

• sub-leading b-jet $p_T > 60$ GeV when $n_j = 3$ and $n_b > 1$

• $\geq 2b$-jet with $b$-tagging working point: 60%

• $90$ GeV $\leq m_{bb} \leq 150$ GeV

• $\Delta R(p_T(j0), p_T(j1)) < 1.5$

• $E_T^{\text{miss}} > 150, 200, 300, \text{ or } 400$ GeV

To suppress contamination from multijet events, the smallest azimuthal angle between $\vec{E}_T^{\text{miss}}$ and small-$R$ jets is required to be greater than 1.0. The additional requirements placed for events with high jet-multiplicity, i.e. $n_j = 3$, are found to be effective in removing top quark background. Further taking advantage of the fact that the two $b$-jets coming from Higgs decay in the signal process have relatively small angular separation due to the high $p_T$ of the Higgs, as seen in Fig. 7.6 and Fig. 7.7, an additional requirement of $\Delta R(p_T(j0), p_T(j1)) < 1.5$ is applied, which further suppresses background and avoids background mismodeling in $b$-enriched regions where the two $b$-jets coming from different vertices usually have a larger angular separation.

Finally, we use an increasing $E_T^{\text{miss}}$ threshold to take full advantage of the hard $E_T^{\text{miss}}$ spectrum for signal processes with large $m_{Z'}$ and small $m_{A^0}$ in order to reach best signal sensitivity. A baseline $E_T^{\text{miss}} > 100$ GeV requirement is applied in the beginning, with the ascending
\( E_{\text{miss}} \) threshold adopted at the end requiring \( E_{\text{miss}} \geq 150 \text{ GeV}, 200 \text{ GeV}, 300 \text{ GeV}, \) and 400 GeV. The best signal sensitivity at \( \tan \beta = 1 \) is achieved by requiring a minimum \( E_{\text{miss}} \) of 200 GeV for \( m_{Z'} = 600 \text{ GeV}, 300 \text{ GeV} \) for \( m_{Z'} = 800 \text{ GeV}, \) and 400 GeV for \( m_{Z'} = 1000-1400 \text{ GeV}. \)

### 9.2.2 Signal selection efficiency

We calculate the product of the detector acceptance and reconstruction efficiency (selection efficiency) in the aforementioned signal region for the \( Z' \rightarrow A^0 h \) signal process in the \((m_{Z'}, m_{A^0})\) parameter space we probe. The results are given in Tabs. 9.2-9.7. We also calculate the selection efficiency for the \( Z' \rightarrow Zh \) processes as shown in Tab. 9.8. In summary, the selection efficiency of the \( Z' \rightarrow h(b\bar{b}) + E_{\text{miss}} \) signal after the full set of selection requirements varies from approximately 5% to 10% depending on \( m_{Z'} \) and \( m_A. \)
Table 9.2: Exclusive and inclusive acceptance for $Z' \rightarrow A^0 h$ signal samples with $m_{A^0} = 300$ GeV, $\tan \beta = 1$ and different $m_{Z'}$. 

<table>
<thead>
<tr>
<th>$m_{Z'}$ (GeV)</th>
<th>$m_{Z'} &lt; 150$</th>
<th>$150 &lt; m_{Z'} &lt; 600$</th>
<th>$600 &lt; m_{Z'} &lt; 900$</th>
<th>$900 &lt; m_{Z'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ≤ $n_j ≤ 4$</td>
<td>0.81 0.91</td>
<td>0.21 0.08</td>
<td>0.34 0.12</td>
<td>0.12 0.08</td>
</tr>
<tr>
<td>$n_j \geq 3$</td>
<td>0.42 0.03</td>
<td>0.29 0.06</td>
<td>0.40 0.07</td>
<td>0.38 0.07</td>
</tr>
<tr>
<td>$m_{bb} \leq 150$ GeV</td>
<td>0.91 0.07</td>
<td>0.89 0.13</td>
<td>0.89 0.13</td>
<td>0.89 0.13</td>
</tr>
<tr>
<td>$\Delta R_{i,j} &lt; 1.5$</td>
<td>0.84 0.12</td>
<td>0.84 0.12</td>
<td>0.84 0.12</td>
<td>0.84 0.12</td>
</tr>
<tr>
<td>$E_{\text{miss}}^T \geq 150$ GeV</td>
<td>0.92 0.07</td>
<td>0.90 0.13</td>
<td>0.90 0.13</td>
<td>0.90 0.13</td>
</tr>
<tr>
<td>$E_{\text{miss}}^T \geq 200$ GeV</td>
<td>0.21 0.06</td>
<td>0.22 0.07</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
</tr>
<tr>
<td>$E_{\text{miss}}^T \geq 300$ GeV</td>
<td>0.22 0.06</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
</tr>
<tr>
<td>$E_{\text{miss}}^T \geq 400$ GeV</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
<td>0.23 0.08</td>
</tr>
</tbody>
</table>
Table 9.3: Exclusive and inclusive acceptance for $Z' \rightarrow A^0 h$ signal samples, $m_{A^0} = 400$ GeV, $\tan \beta = 1$ and different $m_{Z'}$. 

<table>
<thead>
<tr>
<th>$m_{A^0} = 400$ GeV</th>
<th>$m_{Z'} = 600$ GeV</th>
<th>$m_{Z'} = 800$ GeV</th>
<th>$m_{Z'} = 1000$ GeV</th>
<th>$m_{Z'} = 1200$ GeV</th>
<th>$m_{Z'} = 1400$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq n_j \leq 4$</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{min}}(j, E_{\text{miss}}^T) &gt; 1$</td>
<td>0.88</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.79</td>
</tr>
<tr>
<td>$p_T(j_1) &gt; 100$ GeV</td>
<td>0.69</td>
<td>0.58</td>
<td>0.95</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>at least one b-tagged 60% eff.</td>
<td>0.72</td>
<td>0.42</td>
<td>0.75</td>
<td>0.58</td>
<td>0.75</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(j_j) &gt; 100$ GeV</td>
<td>0.76</td>
<td>0.32</td>
<td>0.76</td>
<td>0.45</td>
<td>0.82</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(b_1) &gt; 60$ GeV</td>
<td>0.98</td>
<td>0.31</td>
<td>0.03</td>
<td>0.08</td>
<td>0.48</td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.84</td>
<td>0.27</td>
<td>0.81</td>
<td>0.26</td>
<td>0.85</td>
</tr>
<tr>
<td>$2 \leq n_j \leq 3$</td>
<td>0.65</td>
<td>0.17</td>
<td>0.81</td>
<td>0.20</td>
<td>0.84</td>
</tr>
<tr>
<td>at least two b-tagged 60% eff.</td>
<td>0.34</td>
<td>0.06</td>
<td>0.46</td>
<td>0.13</td>
<td>0.42</td>
</tr>
<tr>
<td>$E_{\text{miss}}^T \geq 90$ GeV $m_{bb} \leq 150$ GeV</td>
<td>0.86</td>
<td>0.05</td>
<td>0.87</td>
<td>0.12</td>
<td>0.88</td>
</tr>
<tr>
<td>$\Delta R(j_0,j_1) &lt; 1.5$</td>
<td>0.42</td>
<td>0.02</td>
<td>0.05</td>
<td>0.11</td>
<td>0.08</td>
</tr>
</tbody>
</table>

| $E_{\text{Tmiss}}^\geq 150$ GeV | 0.76                | 0.02                | 0.09                | 0.11                | 1.00                | 0.13                | 1.00                | 0.12                | 1.00                | 0.00                |
| $E_{\text{Tmiss}}^\geq 200$ GeV | 0.44                | 0.01                | 0.88                | 0.10                | 0.08                | 0.13                | 0.09                | 0.12                | 1.00                | 0.00                |
| $E_{\text{Tmiss}}^\geq 300$ GeV | 0.24                | 0.00                | 0.15                | 0.01                | 0.85                | 0.11                | 0.05                | 0.12                | 0.97                | 0.00                |
| $E_{\text{Tmiss}}^\geq 400$ GeV | 0.32                | 0.00                | 0.04                | 0.00                | 0.27                | 0.03                | 0.78                | 0.09                | 0.48                | 0.08                |
Table 9.4: Exclusive and inclusive acceptance for $Z' \rightarrow A^0 h$ signal samples, $m_{A^0} = 500$ GeV, $\tan \beta = 1$ and different $m_{Z'}$.

<table>
<thead>
<tr>
<th>$m_{A^0} = 500$ GeV</th>
<th>$m_{Z'} = 800$ GeV</th>
<th>$m_{Z'} = 1000$ GeV</th>
<th>$m_{Z'} = 1200$ GeV</th>
<th>$m_{Z'} = 1400$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq n_j \leq 4$</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>$\Delta \phi_{min} (j, E_{T}^{miss}) &gt; 1$</td>
<td>0.87</td>
<td>0.82</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>$p_T(b_1) &gt; 100$ GeV</td>
<td>0.89</td>
<td>0.73</td>
<td>0.98</td>
<td>0.79</td>
</tr>
<tr>
<td>at least one $b$-tag 60% eff.</td>
<td>0.75</td>
<td>0.55</td>
<td>0.75</td>
<td>0.59</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(b_1) &gt; 100$ GeV</td>
<td>0.74</td>
<td>0.41</td>
<td>0.80</td>
<td>0.47</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(b_2) &gt; 60$ GeV</td>
<td>0.97</td>
<td>0.40</td>
<td>0.98</td>
<td>0.47</td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.81</td>
<td>0.33</td>
<td>0.84</td>
<td>0.40</td>
</tr>
<tr>
<td>$\Delta R(j_0,j_1) &lt; 1.5$</td>
<td>0.87</td>
<td>0.09</td>
<td>0.06</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 9.5: Exclusive and inclusive acceptance for $Z' \rightarrow A^0 h$ signal samples, $m_{A^0} = 600$ GeV, $\tan \beta = 1$ and different $m_{Z'}$.

<table>
<thead>
<tr>
<th>$m_{A^0} = 600$ GeV</th>
<th>$m_{Z'} = 800$ GeV</th>
<th>$m_{Z'} = 1000$ GeV</th>
<th>$m_{Z'} = 1200$ GeV</th>
<th>$m_{Z'} = 1400$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq n_j \leq 4$</td>
<td>0.92</td>
<td>0.02</td>
<td>0.03</td>
<td>0.93</td>
</tr>
<tr>
<td>$\Delta \phi_{min} (j, E_{T}^{miss}) &gt; 1$</td>
<td>0.85</td>
<td>0.80</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>$p_T(b_1) &gt; 100$ GeV</td>
<td>0.76</td>
<td>0.63</td>
<td>0.96</td>
<td>0.77</td>
</tr>
<tr>
<td>at least one $b$-tag 60% eff.</td>
<td>0.75</td>
<td>0.49</td>
<td>0.75</td>
<td>0.58</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(b_1) &gt; 100$ GeV</td>
<td>0.70</td>
<td>0.34</td>
<td>0.78</td>
<td>0.44</td>
</tr>
<tr>
<td>$(n_j \geq 3)$ $p_T(b_2) &gt; 60$ GeV</td>
<td>0.94</td>
<td>0.34</td>
<td>0.97</td>
<td>0.44</td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.79</td>
<td>0.29</td>
<td>0.81</td>
<td>0.36</td>
</tr>
<tr>
<td>$2 \leq n_j \leq 3$</td>
<td>0.67</td>
<td>0.20</td>
<td>0.80</td>
<td>0.30</td>
</tr>
<tr>
<td>at least two $b$-tag 60% eff.</td>
<td>0.40</td>
<td>0.09</td>
<td>0.43</td>
<td>0.13</td>
</tr>
<tr>
<td>$90$ GeV $\leq m_{bb} \leq 150$ GeV</td>
<td>0.66</td>
<td>0.06</td>
<td>0.84</td>
<td>0.12</td>
</tr>
<tr>
<td>$\Delta R(j_0,j_1) &lt; 1.1$</td>
<td>0.73</td>
<td>0.06</td>
<td>0.03</td>
<td>0.12</td>
</tr>
</tbody>
</table>

$E_{T}^{miss}$ $\geq 150$ GeV

$E_{T}^{miss}$ $\geq 200$ GeV

$E_{T}^{miss}$ $\geq 300$ GeV

$E_{T}^{miss}$ $\geq 400$ GeV
<table>
<thead>
<tr>
<th>$m_{A^0}$ = 700 GeV</th>
<th>$m_{Z'}$ = 1000 GeV</th>
<th>$m_{Z'}$ = 1200 GeV</th>
<th>$m_{Z'}$ = 1400 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ≤ $n_j$ ≤ 4</td>
<td>0.93</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>$</td>
<td>\phi_{n_{\min}}(j, E_{\text{miss}}^T) - \frac{\pi}{2}</td>
<td>&gt; 1$</td>
<td>0.86</td>
</tr>
<tr>
<td>$p_T(j_0) &gt; 100$ GeV</td>
<td>0.91</td>
<td>0.75</td>
<td>0.98</td>
</tr>
<tr>
<td>at least one b-tagging 60% eff.</td>
<td>0.72</td>
<td>0.54</td>
<td>0.74</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(j_1) &gt; 100$ GeV</td>
<td>0.74</td>
<td>0.42</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(h_1) &gt; 60$ GeV</td>
<td>0.92</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_T(h_0) &gt; 100$ GeV</td>
<td>0.80</td>
<td>0.33</td>
<td>0.82</td>
</tr>
<tr>
<td>at least one b-tagging 60% eff.</td>
<td>0.71</td>
<td>0.24</td>
<td>0.77</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(h_1) &gt; 100$ GeV</td>
<td>0.74</td>
<td>0.42</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(b_1) &gt; 60$ GeV</td>
<td>0.92</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.80</td>
<td>0.33</td>
<td>0.82</td>
</tr>
<tr>
<td>at least two b-tagging 60% eff.</td>
<td>0.71</td>
<td>0.24</td>
<td>0.77</td>
</tr>
<tr>
<td>$90$ GeV ≤ $m_{bb} ≤ 150$ GeV</td>
<td>0.77</td>
<td>0.09</td>
<td>0.77</td>
</tr>
<tr>
<td>$\Delta R(j_0, j_1) &lt; 1.5$</td>
<td>0.86</td>
<td>0.09</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 9.6: Exclusive and inclusive acceptance for $Z' \rightarrow A^0h$ signal samples, $m_{A^0}$ = 700 GeV, $\tan \beta = 1$ and different $m_{Z'}$.

<table>
<thead>
<tr>
<th>$m_{A^0}$ = 800 GeV</th>
<th>$m_{Z'}$ = 1000 GeV</th>
<th>$m_{Z'}$ = 1200 GeV</th>
<th>$m_{Z'}$ = 1400 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ≤ $n_j$ ≤ 4</td>
<td>0.94</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>$</td>
<td>\phi_{n_{\min}}(j, E_{\text{miss}}^T) - \frac{\pi}{2}</td>
<td>&gt; 1$</td>
<td>0.88</td>
</tr>
<tr>
<td>$p_T(j_0) &gt; 100$ GeV</td>
<td>0.85</td>
<td>0.70</td>
<td>0.77</td>
</tr>
<tr>
<td>at least one b-tagging 60% eff.</td>
<td>0.76</td>
<td>0.53</td>
<td>0.56</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(j_1) &gt; 100$ GeV</td>
<td>0.75</td>
<td>0.40</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(h_1) &gt; 60$ GeV</td>
<td>0.98</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_T(h_0) &gt; 100$ GeV</td>
<td>0.82</td>
<td>0.32</td>
<td>0.84</td>
</tr>
<tr>
<td>at least two b-tagging 60% eff.</td>
<td>0.76</td>
<td>0.25</td>
<td>0.82</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(h_1) &gt; 100$ GeV</td>
<td>0.76</td>
<td>0.25</td>
</tr>
<tr>
<td>$(n_j ≥ 3)$</td>
<td>$p_T(b_1) &gt; 60$ GeV</td>
<td>0.98</td>
<td>0.39</td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.82</td>
<td>0.32</td>
<td>0.84</td>
</tr>
<tr>
<td>at least two b-tagging 60% eff.</td>
<td>0.43</td>
<td>0.11</td>
<td>0.43</td>
</tr>
<tr>
<td>$90$ GeV ≤ $m_{bb} ≤ 150$ GeV</td>
<td>0.90</td>
<td>0.10</td>
<td>0.90</td>
</tr>
<tr>
<td>$\Delta R(j_0, j_1) &lt; 1.5$</td>
<td>0.84</td>
<td>0.08</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 9.7: Exclusive and inclusive acceptance for $Z' \rightarrow A^0h$ signal samples, $m_{A^0}$ = 800 GeV, $\tan \beta = 1$ and different $m_{Z'}$.  
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Table 9.8: Exclusive and inclusive acceptance for $Z' \rightarrow Zh$ process at different $m_{Z'}$ and $\tan \beta = 1$.  

<table>
<thead>
<tr>
<th>$Z' \rightarrow Zh$</th>
<th>$m_{Z'} = 600$ GeV</th>
<th>$m_{Z'} = 800$ GeV</th>
<th>$m_{Z'} = 1000$ GeV</th>
<th>$m_{Z'} = 1200$ GeV</th>
<th>$m_{Z'} = 1400$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq n_j \leq 4$</td>
<td>0.96 0.96 0.95 0.95 0.94 0.94 0.94 0.94 0.94 0.94</td>
<td>0.96 0.96 0.95 0.95 0.94 0.94 0.94 0.94 0.94 0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi_{\min}(j, E^{\text{miss}}_T) &gt; 1$</td>
<td>0.86 0.82 0.81 0.81 0.79 0.82 0.78 0.80 0.80 0.76</td>
<td>0.86 0.82 0.81 0.81 0.79 0.82 0.78 0.80 0.80 0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T(j_0) &gt; 100$ GeV</td>
<td>0.94 0.77 0.79 0.79 0.78 0.90 0.78 0.80 0.80 0.76</td>
<td>0.94 0.77 0.79 0.79 0.78 0.90 0.78 0.80 0.80 0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at least one b-tagging 60% eff.</td>
<td>0.74 0.57 0.72 0.72 0.56 0.67 0.53 0.55 0.42</td>
<td>0.74 0.57 0.72 0.72 0.56 0.67 0.53 0.55 0.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n_j \geq 3) p_T(j_1) &gt; 100$ GeV</td>
<td>0.76 0.43 0.48 0.48 0.48 0.48 0.44 0.43 0.36 0.36</td>
<td>0.76 0.43 0.48 0.48 0.48 0.48 0.44 0.43 0.36 0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n_j \geq 3) p_T(b_1) &gt; 60$ GeV</td>
<td>0.99 0.43 0.47 0.47 0.47 0.70 0.44 0.44 0.48 0.36</td>
<td>0.99 0.43 0.47 0.47 0.47 0.70 0.44 0.44 0.48 0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T(b_0) &gt; 100$ GeV</td>
<td>0.82 0.35 0.40 0.40 0.40 0.80 0.36 0.74 0.27</td>
<td>0.82 0.35 0.40 0.40 0.40 0.80 0.36 0.74 0.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2 \leq n_j \leq 3$</td>
<td>0.80 0.28 0.34 0.34 0.35 0.82 0.31 0.73 0.21</td>
<td>0.80 0.28 0.34 0.34 0.35 0.82 0.31 0.73 0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at least two b-tagging 60% eff.</td>
<td>0.46 0.13 0.14 0.14 0.14 0.38 0.12 0.28 0.06</td>
<td>0.46 0.13 0.14 0.14 0.14 0.38 0.12 0.28 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$90$ GeV $\leq m_{bb} \leq 150$ GeV</td>
<td>0.89 0.11 0.13 0.13 0.13 0.87 0.11 0.83 0.06</td>
<td>0.89 0.11 0.13 0.13 0.13 0.87 0.11 0.83 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta R(j_0,j_1) &lt; 1.5$</td>
<td>0.94 0.11 0.12 0.12 0.97 0.13 0.95 0.11 0.90 0.06</td>
<td>0.94 0.11 0.12 0.12 0.97 0.13 0.95 0.11 0.90 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^{\text{miss}}_T \geq 150$ GeV</td>
<td>0.99 0.11 0.12 0.12 0.98 0.13 0.96 0.11 0.91 0.06</td>
<td>0.99 0.11 0.12 0.12 0.98 0.13 0.96 0.11 0.91 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^{\text{miss}}_T \geq 200$ GeV</td>
<td>0.88 0.09 0.12 0.12 0.98 0.13 0.96 0.11 0.91 0.06</td>
<td>0.88 0.09 0.12 0.12 0.98 0.13 0.96 0.11 0.91 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^{\text{miss}}_T \geq 300$ GeV</td>
<td>0.07 0.01 0.08 0.08 0.91 0.11 0.84 0.09 0.83 0.06</td>
<td>0.07 0.01 0.08 0.08 0.91 0.11 0.84 0.09 0.83 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^{\text{miss}}_T \geq 400$ GeV</td>
<td>0.00 0.00 0.10 0.10 0.70 0.08 0.88 0.09 0.89 0.06</td>
<td>0.00 0.00 0.10 0.10 0.70 0.08 0.88 0.09 0.89 0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 10

Dark Matter + Higgs(→ b¯b): Background Processes

This chapter gives a detailed description of the main background processes in this analysis, how they are estimated and the result of the modeling in various dedicated control regions and validation regions. The selections are placed on physics objects described in Chapter 8. The control regions and validation regions are defined to be similar but orthogonal to the signal region, which is described in Chapter 9.

This chapter is organized as follows: Sec. 10.1 gives an overview of the main background processes, whether they are estimated through MC simulation or data-driven methods, and sketches out the control regions used to examine the modeling versus data; the simulated electroweak and top quark backgrounds are described in Sec. 10.2; the data-driven estimations of the multijet and Z(→ ν¯ν)+jets background are given in Sec. 10.3.1 and 10.3.2 respectively; and finally, the overall modeling of all background processes combined as described in the zero-lepton validation region is given in Sec. 10.4.

10.1 Background overview

The main background processes in this analysis are diboson, W(→ ℓν) & Z(→ ℓℓ)+jets, top quark (including t¯t and single top quark), multijet and Z(→ ν¯ν)+jets. We use both MC samples and data-driven methods to estimate the different backgrounds, and create dedicated control regions for each process to study the modeling and constrain the normalization.

The simulated background processes are diboson, W(→ ℓν) & Z(→ ℓℓ)+jets(“V+jets”), and top quark. The diboson samples are well-studied and widely used in existing analyses, with proven good description of the process, hence no separate validation of the diboson sample is done for this analysis. For V+jets and top, we create 1-lepton control regions nearly identical to the signal selection, but reversing the lepton veto to require exactly one tight lepton (electron or muon) in the final state. The simulated background processes are detailed in Sec. 10.2. Good agreement is achieved between data and background.

The multijet background is estimated using a data-driven method called “jet smearing”. We selected multi-jet enriched control regions in low Δφ_{min}(E_T^{miss}, p_T(j)) and low E_T^{miss} for this study, as detailed in Sec. 10.3.1. Good agreement is achieved, and it is also worth noting that multijet has little contribution to our final signal region.
The main irreducible background is $Z(\rightarrow \nu\bar{\nu})+\text{jets}$, which is estimated with a data-driven method as detailed in Sec. 10.3.2. $Z \rightarrow \nu\bar{\nu}$ is estimated from reweighted $Z \rightarrow \mu\mu$ events in the low $E_T^{\text{miss}}$ region below 200 GeV, and from reweighted $\gamma+\text{jets}$ events in the high $E_T^{\text{miss}}$ region above 200 GeV. Dedicated control regions are created to select $Z \rightarrow \mu\mu$ and $\gamma+\text{jets}$ events. The final combined $Z \rightarrow \nu\bar{\nu}$ estimation is examined in the $Z \rightarrow \nu\bar{\nu}$ control region, which is nearly identical to the signal selection, but reversing the 2$b$ jet requirement to either a $b$-veto or exactly 1$b$ jet, the latter further blinded by requiring $E_T^{\text{miss}} \leq 200$ GeV; the invariant mass requirement on the two leading $b$-jets in the signal region is replaced by placing the same requirement on the invariant mass of the two leading jets, i.e. 90 GeV $\leq m_{jj} \leq 150$ GeV in the $Z \rightarrow \nu\bar{\nu}$ control region.

Finally, after obtaining and validating the background processes in their respective control regions, all background processes are put together in the 0-lepton validation region, as detailed in Sec. 10.4, which has near identical selection as the signal region, but with the cut on the invariant mass of the two leading $b$-jets, $m_{bb}$, reversed to require $m_{bb} < 60$ GeV or $m_{bb} > 150$ GeV.

All control regions and validation regions are orthogonal to the final signal region, and good agreement between data and background is observed, as will be shown in subsequent sections.

### 10.2 Simulated Background Processes

We use MC generated samples to estimate $W+\text{jets}$, $Z(\rightarrow \ell\ell)+\text{jets}$, diboson, single top and $t\bar{t}$ processes. We select various control regions to ensure correct modeling of the selected data samples using these simulations. Section 10.2.1 presents selections and validation for the $W+\text{jets}$ processes. Section 10.2.2 does so for a kinematic region dominated by top quarks.

The MC simulations are normalized according to their production cross section and the luminosity of the 2012 data taking period (20.3 fb$^{-1}$). Event corrections like pile-up reweighting, lepton identification scale factors and $b$-tagging scale factors are also applied.

#### 10.2.1 $W+\text{jets}$ Control Region

We create a dataset enriched in $W+\text{jets}$ events by applying the criteria shown in Tab. 10.1. As top quark processes usually generate events with higher jet multiplicity, ($n_{\text{jet}} = 3$ in
this analysis), for the $V + \text{jets}$ control region we choose events with lower jet multiplicity ($n_{\text{jet}} = 2$), and apply the signal region selection in the full $E_T^{\text{miss}}$ range above 100 GeV, with the lepton veto replaced by requesting exactly one lepton (muon or electron) that passed the quality requirements in the final state. The $V + \text{jets}$ events selected are predominantly $W(\rightarrow \ell\nu) + \text{jets}$; $Z(\rightarrow \ell\ell) + \text{jets}$ contribute about 5% of the $V + \text{jets}$ events before requiring $b$-tagged jets in the final state, and 3% or less after $b$-tagging. In the ensuing tables and plots, we combine these two processes and name it $V + \text{jets}$.

<table>
<thead>
<tr>
<th>Electron or Muon Trigger</th>
<th>Tight Lepton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T(\ell)$</td>
<td>$&gt; 25$ GeV</td>
</tr>
<tr>
<td>$n(\ell)$</td>
<td>1</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>jet multiplicity</td>
<td>$n_{\text{jet}} = 2$</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{min}}(E_T^{\text{miss}}, p_T(j))$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>$p_T(\text{leading jet})$</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$b$-tagging working point: 60%</td>
<td>$\geq 1b$-jet</td>
</tr>
<tr>
<td>$p_T(\text{leading b-jet})$</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$\Delta R(p_T(j_0), p_T(j_1))$</td>
<td>$&lt; 2.0$</td>
</tr>
<tr>
<td>$b$-tagging working point: 60%</td>
<td>$\geq 2b$-jet</td>
</tr>
</tbody>
</table>

Table 10.1: Selection of the $V + \text{jets}$ control region

Results are shown requiring exactly one muon in the final state. The resulting event yield at different selection stages is given in Tab. 10.2. As $V + \text{jets}$ events decrease significantly and is no longer the dominate process compared to top quark events after requiring $b$-tagged jets in the final state, we use the selection stages before $b$-tagging to derive a flat scale-factor of 0.92 by keeping the event counts of the other backgrounds constant, and normalizing $V + \text{jets}$ events to match data. The observation and scale-factor derived are consistent with existing analysis like the search for SM Higgs boson in the $V + h(\rightarrow b\bar{b})$ channel. The deviation from unity in the scale-factor, namely 8%, is much smaller than the uncertainty on the cross-
Table 10.2: Event yield for the $W + \text{jets}$ control region with exactly one muon in the final state. The uncertainty is statistical only. Only events with two jets are considered.

Comparison between data and background with the scale factor applied to the $V + \text{jets}$ events is performed for different kinematic distributions including jet $p_T$, angular distributions, multiplicity, and $E_T^{\text{miss}}$. Good agreement is achieved for various selections stages, including before $b$-tagging (Fig. 10.1) and requiring at least 1 $b$-tagged jet in the final state (Fig. 10.2).
Figure 10.1: Kinematic distributions in the $W + \text{jets}$ control region with one muon, before $b$-tagging requirement. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars. Note as is in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z + \text{jets}$ processes.
Figure 10.2: Kinematic distributions in the $W + \text{jets}$ control region with one muon, at least one $b$-tagged jet in the final state. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars. Note as is in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z + \text{jets}$ processes.
10.2.2 Top Quark Control Region

In order to validate the simulated top quark background, including both $t\bar{t}$ and single top quark processes, we create a control region enriched in semileptonic decays of top quarks by applying the selection criteria shown in Tab. 10.3. This selection is identical to the signal region selection for events with high jet multiplicity ($n_{\text{jet}} = 3$) in the full $E_T^{\text{miss}}$ range above 100 GeV, but with the lepton veto replaced by requesting exactly one lepton (muon or electron) that passed the quality requirements in the final state. The top quark events selected are predominantly $t\bar{t}$; single top quark events contribute about 10% of the total top quark event yield. In the ensuing tables and plots, we combine these two processes.

<table>
<thead>
<tr>
<th>Electron or Muon Trigger</th>
<th>Tight Lepton</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton quality</td>
<td></td>
</tr>
<tr>
<td>$p_T(\ell)$</td>
<td>$&gt; 25$ GeV</td>
</tr>
<tr>
<td>$n(\ell)$</td>
<td>1</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>jet multiplicity</td>
<td>$n_{\text{jet}} = 3$</td>
</tr>
<tr>
<td>$\Delta\phi_{\text{min}}(E_T^{\text{miss}}, p_T(j))$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>$p_T$(leading jet)</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$b$-tagging working point: 60%</td>
<td>$\geq 1b$-jet</td>
</tr>
<tr>
<td>$p_T$(leading b-jet)</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$p_T$(sub-leading jet)</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$p_T$(sub-leading b-jet) if $n_b &gt; 1$</td>
<td>$&gt; 60$ GeV</td>
</tr>
<tr>
<td>$\Delta R(p_T(j_0), p_T(j_1))$</td>
<td>$&lt; 2.0$</td>
</tr>
<tr>
<td>$b$-tagging working point: 60%</td>
<td>$\geq 2b$-jet</td>
</tr>
</tbody>
</table>

Table 10.3: Selection of the top quark control region

Results are shown for requiring exactly one muon in the final state. The resulting event yields at different selection stages are given in Tab. 10.4. Data and background comparison is performed for different kinematic distributions including jet $p_T$, angular distributions, multiplicity, and $E_T^{\text{miss}}$. The scale factor of 0.92 as derived from Sec. 10.2.1 is applied to
the $V + \text{jets}$ process already. Excellent agreement is achieved for various selections stages, including both before applying the second $b$-tagged jet requirement i.e. $\geq 1b$-tag (Fig. 10.3), and after i.e. $\geq 2b$-tag (Fig. 10.4). Based on the good description, no additional scale factor correction is applied to the top events. As MC simulation predicts a harder $p_T$ spectrum for $t\bar{t}$ events in comparison to data, a method called $t\bar{t}$ $p_T$ reweighting is developed to correct MC prediction at the level of generated top quarks to match the distributions in the data [130, 131]. The effect of this correction is found to be 5.5% and is small compared with the total systematic uncertainty on the $t\bar{t}$ process; hence it is not used for the results, but accounted for as an additional source of systematic uncertainty, as discussed in Sec. 11.

Table 10.4: Event yield for the top control region with exactly one muon in the final state. The uncertainty is statistical. Only events with three jets are considered.
Figure 10.3: Kinematic distributions in the top quark control region with one muon, at least one $b$-tagged jet in the final state. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars. Note as in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z +$ jets processes.
Figure 10.4: Kinematic distributions in the top quark control region with one muon, at least two $b$-tagged jets in the final state. Systematic uncertainties are given as hatched bands and statistical uncertainties as error bars. Note as is in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z +$ jets processes.
10.2.3 1-Lepton Validation Region

To examine the overall modeling of both $W/Z + \text{jets}$ and top quark processes, the 1-lepton validation region is defined by removing the jet multiplicity requirement separating the aforementioned $W + \text{jets}$ and top quark control regions. The purpose is to get a region with higher statistics, and selection requirements very close to those of the signal region with only the lepton veto reversed to require exactly one good muon in the final state. Fig. 10.5 and Fig. 10.6 show various distributions in this combined 1-Lepton validation region both before and after the second $b$-tagged jet requirement. The scale factor of 0.92 as derived from Sec. 10.2.1 is applied to $W/Z + \text{jets}$ process. Good agreement is achieved for different kinematic properties at each selection stage.
Figure 10.5: Kinematic distributions in the 1-lepton validation region with one muon, at least one $b$-tagged jet in the final state. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars. Note as is in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z +$ jets processes.
Figure 10.6: Kinematic distributions in the 1-lepton validation region with one muon, at least two $b$-tagged jets in the final state. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars. Note as is in all subsequent plots, when the value $m_{bb}$ is plotted, it is only for events with at least two $b$-jets. A scale factor of 0.92 is applied to the $W/Z + \text{jets}$ processes.
Data-driven methods are used to estimate multijet background as detailed in Sec. 10.3.1, and the main irreducible background in this analysis, $Z(\rightarrow \nu\bar{\nu})+\text{jets}$ as detailed in Sec. 10.3.2.

### 10.3.1 Estimation of Multijet Background

Multijet events from high energy $pp$ collisions generally have a large production cross-section, but rarely do they present large $E_T^{\text{miss}}$. This makes using MC simulation to estimate multijet events difficult. Therefore, we estimate the multijet background using a data-driven method called “jet smearing”.

The smearing is performed using the “jet response function”, which quantifies the probability of fluctuations in the detector to jets measured in the data. In the case of $p_T$ response, the response distribution is defined as the $p_T$ of the reconstructed jet divided by the $p_T$ of the jet at truth level. Due to characteristics of jets and related detector performance, the response distribution can be broad as compared to a purely electro-magnetic object. The response function is constructed starting from multijet MC samples and modified to match data, and a combination of Gaussian and non-Gaussian functions are used to correctly account for the shape, including the non-Gaussian tails of the response distribution. The jet smearing method, and the response function used, are well established by existing analyses and a detailed description can be found in Ref. [132].

Based on this method, to estimate multijet background, first, a selection of seed events is chosen such that they are highly enriched in typical, low $E_T^{\text{miss}}$ multijet events. The jet response function, measured using a combination of data and Monte Carlo, is then used to smear the energy of each jet in the event, simulating the energy resolution of the calorimeters. Additional $\phi$ smearing is also performed in order to model the $\phi$ resolution of the calorimeters. Each seed event can be duplicated and smeared an arbitrary number of times to achieve adequate statistics in the signal region. The resulting smeared “pseudo-data” acts as an effective simulation of the multijet background in any 0-lepton analysis.

Extra care is needed to make sure that this smeared pseudo-data well-models the multijet background. If there are too many smeared events, there will be double counting and the errors on the background will become misleadingly small. On the other hand, if too few seed events are used the resulting pseudo-data can have unwanted structure that shows up
as peaks corresponding to the original seed events. Finally, it is worth noting that multijet events have little to no contribution in the final signal region, as seen in Table 12.1. Some statistical effect is observed at earlier selection stages associated with the number of times the seed events are smeared, but it has no impact on the final signal region where multijet events have been effectively removed.

### Seed Selection

For our seed selection the following requirements are made to select multijet enriched events from JetTauEtmiss stream data.

- There is at least one jet with $p_T(jet) > 20$ GeV.
- There are no reconstructed leptons meeting the isolation requirement in the final state.
- A set of dedicated jet triggers are used to select the events, as illustrated in Table 10.5 and 10.6. The data is split into bins based on the $\eta$ value of the leading jet, and the average $p_T$ of the two leading jets (or the leading jet $p_T$ in the case of a single jet event). The single central jet triggers are used for $\eta < 3.2$ and the single forward jet triggers are used for $\eta > 3.2$. The $p_T$ binning of the triggers correspond to a 99%
<table>
<thead>
<tr>
<th>$p_T^{\text{avg}}$ threshold</th>
<th>Trigger</th>
<th>$\int L dt$</th>
<th>Avg. Prescale</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 GeV</td>
<td>EF_fj45_a4tchad_L2FS</td>
<td>$475nb^{-1}$</td>
<td>42,722</td>
</tr>
<tr>
<td>90 GeV</td>
<td>EF_fj55_a4tchad_L2FS</td>
<td>$511nb^{-1}$</td>
<td>39,727</td>
</tr>
<tr>
<td>125 GeV</td>
<td>EF_fj80_a4tchad</td>
<td>$84pb^{-1}$</td>
<td>243</td>
</tr>
<tr>
<td>160 GeV</td>
<td>EF_fj110_a4tchad</td>
<td>$1.5fb^{-1}$</td>
<td>13.3</td>
</tr>
<tr>
<td>185 GeV</td>
<td>EF_fj145_a4tchad</td>
<td>$12fb^{-1}$</td>
<td>1.74</td>
</tr>
<tr>
<td>240 GeV</td>
<td>EF_fj180_a4tchad</td>
<td>$20fb^{-1}$</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 10.6: Forward jet trigger selection if leading jet has $|\eta| > 3.2$. Events where $p_T^{\text{avg}} < 60$ GeV have too large a prescale weight and have been left out.

Figure 10.7: Kinematic distributions for seed events after trigger selection and isolated lepton veto. Note the smooth $p_T$ distributions after applying the prescale weights, and how multijet-enriched the low $E_T$ regions are.

selection efficiency. As all but two of these triggers are prescaled, each seed event gains a weight corresponding to the trigger prescale of the bin it falls into.

- The final cut is on the $E_T^{\text{miss}}$ significance, defined as $\text{MET} / \Sigma E_T$. As $E_T^{\text{miss}}$ resolution varies with the event scalar sum $E_T$, a cut on $E_T^{\text{miss}}$ would potentially bias the $p_T$ scale of the seed events. Hence a cut on $E_T^{\text{miss}}$ significance is used. We chose a cut of $E_T^{\text{sig}} <$
Figure 10.8: Scatter plot of $E_{\text{miss}}^T$ and $E_{\text{miss}}^\text{sig}$ for seed events after trigger selection and isolated lepton veto.

2.0, motivated by Fig. 10.8 which shows the lack of any events potentially within our signal region of $E_{\text{T}}^\text{miss} > 150$ GeV. Figure 10.7 displays kinematic distributions for seed events after trigger selection and isolated lepton veto. Fig. 10.9 has the corresponding distributions after applying the $E_{T}^{\text{sig}}$ requirement, showing the very high purity of this selection.

After selecting the seed events, they need to be smeared using the jet response function described earlier. A “smeared” event is generated by multiplying each jet four-momentum in the seed event by a random number drawn from the jet smearing function. The seed events are split into 3 regions based on the smeared value of $\Delta \phi_{\min}(E_{T}, j)$. Because most multijet events have $\Delta \phi_{\min}(E_{T}, j) \leq 1.0$ and all of these events are cut out of the analysis early on, there is no need to generate a large number of these smeared events. Each seed event in this region is only smeared 10 times, adding an additional weight of 0.1, which provides a suitable number of pseudo-data events. The next region is $1.0 < \Delta \phi_{\min}(E_{T}, j) < 1.5$, which is significantly smaller than the other two. It ends up being very unlikely for a seed event to make it to this region, so each event is smeared 1,000 times and given a weight of 0.001. The final region is $1.5 \leq \Delta \phi_{\min}(E_{T}, j) \leq \pi$, which is the main contribution to multijet events in the signal region. This region is largely populated by 2-jet seed events where 1 jet fails the jet selection criteria after smearing. This is very unlikely to occur, but sufficient statistics is important to the analysis, so this region is smeared 10,000 times and given a weight of 0.0001.
Figure 10.9: Kinematic distributions for seed events after $E_T^{\text{cut}}$ cut. Note that every region is multijet-enriched by many orders of magnitude, even in the high jet multiplicity bins. The $E_T$ of these events is also under 150 GeV.

Multijet Control Regions

There are three variables which provide excellent separation between multijet and other backgrounds or signal. As shown in Fig. 10.10, the first of these is $\Delta\phi_{\text{min}}(E_T,j)$ which
Figure 10.10: Variables with excellent separation between the multijet background at preselection level minus the $\Delta\phi_{min}(\not{E}_T, j)$ requirement to maintain high efficiency for multijet production. These are $\Delta\phi_{min}(\not{E}_T, j)$, the $E_T^{miss}$.

is the minimum $\Delta\phi$ between the jets and MET. Roughly 90% of multijet events have $\Delta\phi_{min}(\not{E}_T, j) < 0.7$, and roughly 60% of the events in this region are from the multijet background. The other two variables are $E_T^{miss}$ and the $p_T$ of the leading jet. Multijet events dominate in the low $E_T^{miss}$, high $p_T$ regions. Cuts on these three variables provide an excellent multijet control region which is orthogonal to the signal region. The final control region chosen was $100 < E_T^{miss} < 120$ GeV and leading jet $p_T > 100$ GeV. This provides a multijet enriched region which is not too biased against the different types of multijet events.

Reweighting

After $\phi$ and $p_T$ smearing of the jets, there is still slight mismodelling of $\Delta\phi_{min}(\not{E}_T, j)$ and $p_T(j^1)$, which are important kinematic variables in this analysis. Correcting for this systematic mismodelling is difficult, because there are many different types of multijet events. Mismodelling in the $b$-jet response function does not necessarily translate to the same mismodelling in the light jet response function, because $b$-jets contain real $E_T^{miss}$ whereas light jets are typically only fake $E_T^{miss}$. Additionally, events with a single jet in the final state, where one smeared jet has failed the selection criteria, typically correspond to the far tails of the response function. High $p_T$ di-jet events, on the other hand, can easily produce large amounts of $E_T^{miss}$ by small smearing corrections to one of the jets. Taking all of this into account, the multijet sample is reweighted 2-dimensionally with respect to jet multiplicity.
$n_j$ and b-jet multiplicity $n_b$. The results of reweighting in the multijet control region can be seen in Fig. 10.11.

For Fig. 10.10 and 10.11 the other non-QCD background processes shown are from MC only, including $Z \rightarrow \nu \bar{\nu}$ which has a very small contribution in the multijet control regions and the MC samples give sufficiently good description in this case.

Figure 10.11: Some kinematic distributions after reweighting by jet multiplicity. The angular and b-jet pt mis-modeling goes away within errors.
10.3.2 Estimation of $Z(\rightarrow \nu\bar{\nu})+\text{jets}$ Background

The production of a vector boson ($W$ or $Z$) in association with jets constitutes the dominant background in this analysis. The main contribution comes from the irreducible component of $Z+\text{jets}$ production in which the $Z$ boson decays into a pair of neutrinos, generating large $E_T^{\text{miss}}$. An accurate description of the normalization and kinematics of this background is crucial to achieve better sensitivity for WIMP pair production in this analysis.

The MC predictions a priori suffer from large theoretical and experimental uncertainties, which affect the absolute normalization and the shape of the predicted distributions. Hence, two complementary data-driven methods are devised to determine the $Z \rightarrow \nu\bar{\nu}$ background. At low $E_T^{\text{miss}}$ below 200 GeV, $Z \rightarrow \nu\bar{\nu}$ background is estimated from $Z \rightarrow \mu\mu$ distribution; at high $E_T^{\text{miss}}$ above 200 GeV, we use high $p_T \gamma$ production for the estimation as it has higher statistics.

Data-driven $Z \rightarrow \nu\nu$ background from $Z \rightarrow \mu\mu$

The $p_T$ spectrum of produced $Z$ bosons and the kinematic distributions of jets are the same whether the $Z$ boson decays into charged leptons or neutrinos. Thus the $Z(\rightarrow \mu^+\mu^-)+\text{jets}$ data sample provides the best modeling of the $Z(\rightarrow \nu\bar{\nu})+\text{jets}$ background. To obtain the estimate for $Z \rightarrow \nu\nu$ distribution, we reweight $Z \rightarrow \mu\mu$ events in data with a transfer function deduced from MC to account for the difference in branching ratio between the two $Z$ decay modes, lepton reconstruction efficiency, trigger and selection efficiency etc. The data-driven method is carried out in the following steps:

Select $Z \rightarrow \mu\mu$ Control Region  We define a dedicated control region to select $Z \rightarrow \mu\mu$ events. The selection is listed in Tab. 10.7: “2Muon Preselection" selects the $Z \rightarrow \mu\mu$ events; a few additional cuts are used to check the purity of events in regions closer to our signal region. For the $Z \rightarrow \mu\mu$ distribution, in order to mimic the two neutrino final state, we create a new variable, $E_T^{\text{miss}} \parallel$, which is the vector sum of the transverse momentum of the two muons and the standard $E_T^{\text{miss}}$ vector.

The data and MC distributions in the $Z \rightarrow \mu\mu$ CR are shown in Fig. 10.12 and 10.13. The selection has purity of $Z \rightarrow \mu\mu$ events about 95% before $b$-tagging, and 80% after requiring one or more $b$-tagged jets. Good agreement is achieved between data and backgrounds.
2Muon Preselection

Muon Trigger

Two Tight Muons

Electron Veto

\[ p_T(\mu_0) > 25 \text{ GeV} \]

\[ p_T(\mu_1) > 25 \text{ GeV} \]

Two muons of opposite charge

\[ 110 > m_{\ell\ell} > 70 \text{ GeV} \]

Additional Selection

\[ E_T^{\text{miss}} > 100 \text{ GeV} \]

jet multiplicity \[ n_{\text{jet}} > 0 \]

\[ p_T(\text{leading jet}) > 100 \text{ GeV} \]

\[ b\text{jet multiplicity} \ n_b > 0 \]

Table 10.7: Selection of the $Z \rightarrow \mu\mu$ control region
Figure 10.12: Data and MC distributions in the $Z \rightarrow \mu\mu$ control region before $b$-tag requirement. Top left plot is $E_T^{\text{miss}}$ $ll$ distributions; bottom right plot has $E_T^{\text{miss}}$ corrected for $E_T^{\text{miss}}$ $ll$. 
Figure 10.13: Data and MC distributions in the $Z \rightarrow \mu\mu$ control region after requiring at least 1 $b$ jet. Top left plot is $E_T^{\text{miss}}$ distributions; bottom right plot has $E_T^{\text{miss}}$ corrected for $E_T^{\text{miss}}$. 
Calculate the transfer function from $Z \rightarrow \mu\mu$ to $Z \rightarrow \nu\nu$ using MC

While the transfer function derived from $2\mu$ data (with respective backgrounds contamination subtracted from MC) performs reasonably well, as used in the DM+heavy flavor analysis Ref. [133], its accuracy is limited by three factors, purity of the samples especially at high $E_T^{miss}$ when the muon selection efficiency decreases, low statistics in data at high $E_T^{miss}$ and systematic effects as each of the MC samples used in the background subtraction introduces additional systematics to the calculation. In light of the drawbacks, here we adopt an alternative method by deducing the transfer function directly from $Z \rightarrow \mu\mu$ and $Z \rightarrow \nu\bar{\nu}$ MC samples, which ensures purity of the samples and adequate statistics even at high $E_T^{miss}$. Additionally, the systematic effects of the MC samples, assuming it is independent of $Z$ decay mode, would cancel out in the calculation of the transfer function, when $E_T^{miss}$ distribution from $Z \rightarrow \nu\bar{\nu}$ is divided by $E_T^{miss} \perp$ from $Z \rightarrow \mu\mu$.

The $Z \rightarrow \mu\mu$ MC samples are passed through the “2muon preselection" listed in Tab. 10.7, and the $E_T^{miss}$ is corrected for the muon $p_T$. The $E_T^{miss}$ trigger in Sec. 8.2.1 is applied to both $Z \rightarrow \nu\bar{\nu}$ and $Z \rightarrow \mu\mu$ samples, the effect of which would essentially cancel out in the division when calculating the transfer function. The $E_T^{miss}$ trigger is applied in the beginning of the selection stage before additional kinematic cuts, and the calculation of the transfer function is illustrated in Eq. 10.1. The muon trigger is already applied in the selection of $Z \rightarrow \mu\mu$ events for $E_T^{miss} \perp$.

$$TF_{Z \rightarrow \mu\mu}^{Z \rightarrow \nu\nu} = \frac{(E_T^{Z \rightarrow \nu\nu MC} \times E_T^{\text{Trigger}}) \times E_T^{\text{TrigCorrData}}}{E_T^{\ell\ell, Z \rightarrow \mu\mu MC} \times E_T^{\text{TriggerData}}}$$  \hspace{1cm} (10.1)

In Eq. 10.1, the first part of the numerator inside the parenthesis implies that the $E_T^{miss}$ from $Z \rightarrow \nu\bar{\nu}$ MC is passed through the $E_T^{miss}$ trigger at the beginning of the selection (prior to additional kinematic cuts). The second part of the numerator is to correct for the small difference in trigger turn on between data and MC as noted in Sec. 8.2.1 and is only applied to $E_T^{miss}$ below 180 GeV as above that the $E_T^{miss}$ trigger reaches full efficiency for both data and MC. Here $E_T^{\text{TrigCorrData}}$ is the trigger curve for data ($W \rightarrow \ell\nu$ selection, in black) in part(a) of Fig. 8.2, and $E_T^{\text{TriggerData}}$ is the red curve in the same plot from $W$+jets MC ($W \rightarrow \ell\nu$ selection). The same $E_T^{\text{TriggerData}}$ is applied in the denominator of Eq. 10.1 to simulate the $E_T^{miss}$ trigger in $Z \rightarrow \mu\mu$ $E_T^{miss} \perp$ dis-
Fig. 10.14 shows the $Z \rightarrow \mu\mu$ $E_T^{\text{miss}}$ II and $Z \rightarrow \nu\bar{\nu}$ $E_T^{\text{miss}}$ distributions on the left, and the transfer function calculated as the latter divided by the former on the right. The transfer function is fit by a polynomial to the power of 4 in the region of $E_T^{\text{miss}}$ between 50 GeV and 1000 GeV, though in the reweighting process only $E_T^{\text{miss}}$ II below 200 GeV is used.

Figure 10.14: $E_T^{\text{miss}}$ II in $Z \rightarrow \mu\mu$ (blue) and $E_T^{\text{miss}}$ in $Z \rightarrow \nu\bar{\nu}$ (green) distributions (left) and transfer function of the latter divided by the former (right)

The transfer function remains consistent across different selection stages for the relevant $E_T^{\text{miss}}$ region below 200 GeV, as shown in Fig. 10.15. The variations from the transfer function is taken into account as systematics detailed in Sec. 11.3. To ensure orthogonality to the signal region, the transfer function used for reweighting the $Z \rightarrow \mu\mu$ distributions is derived from the region with an anti-btag ($b$-tagging working point: 60%), and the selection stage after the cut on leading jet $p_T$ is used.

A closure test is performed by reweighting various kinematic distributions, including but not limited to $E_T^{\text{miss}}$, in the $Z \rightarrow \mu\mu$ MC sample by the transfer function derived from $E_T^{\text{miss}}$, and comparing it to the corresponding distributions in the $Z \rightarrow \nu\bar{\nu}$ MC sample. Good agreement is reached as shown in Fig. 10.16.
Figure 10.15: transfer function varies little across different selection stages (left) and $b$-jet requirements (right)
Figure 10.16: Comparison of reweighted $Z \rightarrow \mu\mu$ distributions (yellow) and $Z \rightarrow \nu\bar{\nu}$ distributions (dot) at different selection stages: after $n_{j}$ cut (upper); after $\Delta\phi_{\text{min}}$ cut (middle); after $E_{T}^{\text{miss}}$ cut (lower). All samples shown here are MC.
Data-driven estimation of $Z \to \nu\nu$ from $Z \to \mu\mu$ reweighted by the transfer functions

The transfer function is used to reweight the $Z \to \mu\mu$ sample, which is selected from muon-stream data by the selection requirements in Tab. 10.7. As the purity of the data sample is limited and decreases after $b$-tag requirements, the rest of the background processes (top, diboson and $W(\to \ell\nu)+$jets; from MC) that passed through the same $Z \to \mu\mu$ selection are subtracted from data for a pure sample of $Z \to \mu\mu$ events. The reweighting process is illustrated in Eq. 10.2.

$$ Z_{\to \nu\nu}^{\text{data-driven}} = Z_{\to \mu\mu}^{\text{Data}} \cdot MC \cdot TF_{Z_{\to \nu\nu}} \cdot E_T^{\text{Trigger,Data}} \quad (10.2) $$

Here $TF_{Z_{\to \nu\nu}}$ is calculated in Eq. 10.1 as a function of $E^\text{miss}_T$, and reweighting is performed on an event-by-event basis. As the $E^\text{miss}_T$ trigger will effectively cancel out in the derivation of the transfer function, $E_T^{\text{Trigger,Data}}$, which again is the trigger curve for data ($W \to \ell\nu$ selection, in black) in part(a) of Fig. 8.2 is applied to simulate the $E^\text{miss}_T$ trigger for a more accurate data-driven estimation of $Z \to \nu\bar{\nu}$ distributions.

The same transfer function, derived after the cut on leading jet $p_T$, is used for reweighting throughout the selection stages. Good agreement is achieved at different selection stages, with potential variation of the transfer function taken into account as a source of systematic uncertainty detailed in Sec. 11.3.

To check the performance of $Z \to \nu\nu$ background modeling after reweighting, we create specific control regions using selections very similar to the final signal selection, but requiring either no $b$-jet or exactly one $b$-jet in the final state, so they are orthogonal to the signal region which requires at least two $b$-jets. To avoid signal contamination, the 1$b$-tag CR is blinded by requiring $E^\text{miss}_T$ below 200 GeV. The selections used for these two CRs are listed in Tab. 10.8.

We add the obtained $Z \to \nu\nu$ data-driven distributions to the rest of the backgrounds, and compare the overall distributions with data in the aforementioned control region. The agreement is good across all kinematic variables with a slight overestimation of data: we derive a flat scale factor of 0.9, which is applied to the $Z \to \nu\bar{\nu}$ distributions. The deviation from unity in the scale factor, i.e. 10%, is taken into account in later systematic calculations as uncertainty on the cross-section for the $Z(\to \nu\bar{\nu})+$jets process. Fig. 10.17 shows the dis-
### Table 10.8: Selection of the $Z \rightarrow \nu \bar{\nu}$ control region

<table>
<thead>
<tr>
<th>$\slashed{E}_T$ Trigger</th>
<th>Lepton Veto</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^\text{miss}_T$</td>
<td>no $b$-jet or exactly one $b$-jet with $b$-tagging working point: 60%</td>
</tr>
<tr>
<td></td>
<td>$E^\text{miss}_T &gt; 100$ GeV</td>
</tr>
<tr>
<td>if $n_b = 1$</td>
<td>$E^\text{miss}_T &lt; 200$ GeV (blind)</td>
</tr>
<tr>
<td>jet multiplicity</td>
<td>$1 \leq n_j \leq 4$</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{min}}(E^\text{miss}_T, p_T(j))$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>$p_T$(leading jet)</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>if $n_j = 3$</td>
<td>$p_T$(sub-leading jet) $&gt; 100$ GeV</td>
</tr>
<tr>
<td>jet multiplicity</td>
<td>$2 \leq n_j \leq 3$</td>
</tr>
<tr>
<td>$\Delta \phi(p_T(j_0), p_T(j_1))$</td>
<td>$&lt; 2.0$</td>
</tr>
<tr>
<td></td>
<td>$90$ GeV $\leq m_{jj} \leq 150$ GeV</td>
</tr>
</tbody>
</table>

Distributions in the $b$-jet veto region, and Fig. [10.18] shows the distributions in the $1b$-tag region, in both cases with the scale factor applied. As seen in the modeling for most kinematic variables, this reweighting method yields a very good description of the $Z \rightarrow \nu \bar{\nu}$ background, and the good agreement between data and backgrounds is preserved through different selection stages.
Figure 10.17: Kinematic distributions in the $Z \rightarrow \nu \bar{\nu}$ $b$-jet veto control region, requiring two or three jets in the final state. A scale-factor of 0.9 is applied to the $Z \rightarrow \nu \bar{\nu}$ estimation, which is from reweighted $Z \rightarrow \mu \mu$ only. Some statistical effect is observed in the multijet distribution due to the limited number of smeared events, which does not affect the overall background description as most multijet events are removed by subsequent selection requirements. An earlier selection stage is shown here for sufficient statistics in different processes.
Figure 10.18: Kinematic distributions in the $Z \rightarrow \nu \bar{\nu}$ one $b$-tagged jet control region, requiring two or three jets in the final state, and blinded by requiring $E_T^{\text{miss}} < 200$ GeV. A scale-factor of 0.9 is applied to the $Z \rightarrow \nu \bar{\nu}$ estimation, which is from reweighted $Z \rightarrow \mu \mu$ only. Some statistical effect is observed in the multijet distribution due to the limited number of smeared events, which does not affect the overall background description as most multijet events are removed by subsequent selection requirements. An earlier selection stage is shown here for sufficient statistics in different processes.
Data-driven $Z(\to \nu \bar{\nu})+\text{jets}$ background from $\gamma+\text{jets}$

The above approach provides a very accurate description of the $Z \to \nu\bar{\nu}$ background. However, there are over 9 times more $Z \to \nu\bar{\nu}$ events than $Z \to \mu\mu$ due to their relative branching ratios and acceptances. This means that the data-driven $Z \to \nu\bar{\nu}$ estimate described in Sec 10.3.2 will always have about 9 times fewer events than the background it is trying to simulate. In the signal region at high $E_{\text{miss}}^T$, where the total number of events is highly suppressed, low statistics in $Z \to \mu\mu$ data leads to non-negligible inaccuracies. The solution chosen in this analysis is to use the production of high energy $\gamma$-rays to model $Z$ production, which has the advantages of a larger cross-section and stability. For $\gamma$ transverse momenta much greater than the mass of the $Z$ boson, the kinematics of $\gamma+\text{jets}$ and $Z+\text{jets}$ are very similar (Ref. [134]).

Comparison of $Z \to \nu\bar{\nu}$ and $\gamma$ distributions Similar to the $E_{\text{T}}^\text{miss}$ II definition for the $Z \to \mu\mu$ sample, we define $E_{\text{T}}^\text{miss} \gamma$ as the vector sum of the $E_{\text{T}}^\text{miss}$ vector and the $\gamma$-ray $p_T$. Throughout the analysis, any reference to $E_{\text{T}}^\text{miss}$ of an event from the $\gamma+\text{jets}$ selection is taken to mean $E_{\text{T}}^\text{miss} \gamma$.

For a detailed description of the photon definition and selection, see Chapter 8. The lowest unprescaled photon trigger is the g120_loose trigger, which has a near 100% efficiency plateau at 125 GeV $p_T$. To obtain an enriched sample of high $p_T$ photons, we require the following cuts:

- g120_loose fired
- Exactly 1 photon
- Photon $p_T > 125$ GeV
- Lepton veto on electrons and muons
- $E_{\text{T}}^\text{miss} \gamma$, the vector sum of the photon $p_T$ and the $E_{\text{T}}^\text{miss}$, is larger than 100 GeV.

The purity of this selection is about 85%. To study the sources of the contamination, we plot the backgrounds that pass the $\gamma$ selections above. As $\gamma+\text{jets}$ MC sample does not describe the shape of $\gamma+\text{jets}$ data well, in Fig. 10.19 and 10.20 the data is the $\gamma$ data stream: the same $\gamma+\text{jets}$ data is also stacked with other backgrounds (from MC).
and the sum is compared with $\gamma$+jets data alone; the deviations from 1 in the ratio on the lower pads reflect the amount of contamination of other backgrounds that pass the $\gamma$ selection. As Fig. 10.19 shows, most of this contamination comes from multijet background at $\Delta\phi_{min}(E_T^{\gamma}, p_T(j)) < 2.0$ and low $E_T^{miss}$ g. By placing two additional cuts requiring $\Delta\phi_{min}(E_T^{\gamma}, p_T(j)) > 2.0$ and $E_T^{miss} g > 200$ GeV to remove multijet background, the purity of the sample can be brought to 95% before $b$-tagging, as is shown in Fig. 10.20. As $b$-tagging further removes most of the gluon background, where a jet may fake a photon, (see lower left plot of Fig. 10.20) the sample has over 99% purity in the nominal cutflow after $b$-tagging, giving us a very clean $\gamma$+jets data sample to be used for reweighting in our signal region.

Because of the 125 GeV $p_T$ cut on the photon, the two estimates are mismatched for low $E_T^{miss}$ where Z bosons with $p_T < 125$ GeV contribute significantly. Additionally, kinematics of the two processes are significantly different close to Z mass, and the productions only start resembling each other at energy significantly above the Z mass. As illustrated in Fig. 10.21, for $E_T^{miss} > 200$ GeV, the $\gamma$+jets sample models the Z background very well.
Figure 10.19: Various kinematic distributions at photon preselection before multijet cleaning cuts.
Figure 10.20: Various kinematic distributions at photon preselection after multijet cleaning cuts have been applied. Note the $b$-jet multiplicity plot shows that $b$-tagging requirement will remove most of the gluon and light jet background.

Figure 10.21: $\not{E}_T$ shape comparison of the two estimates at preselection.
**Calculate the transfer function from $\gamma$ to $Z \rightarrow \nu \bar{\nu}$** The next step in this method is to fit a transfer function from $\gamma+jets$ sample to the $Z \rightarrow \nu \bar{\nu}$ selection. For similar reasons described in the $Z \rightarrow \mu \mu$ method, MC samples are used in the derivation of the transfer function, for both $Z \rightarrow \nu \bar{\nu}$ and $\gamma$ samples. We use a physics-motivated fit function to fit a $Z \rightarrow \nu \bar{\nu}$ to $\gamma+jets$ transfer function. The $\gamma+jets$ sample is then divided by this function to obtain the $Z \rightarrow \nu \bar{\nu}$ estimate.

The $\gamma+jets$ MC sample is passed through the same high $p_T$ photon selection as detailed above, and its $E_{T \text{miss}}$ corrected to $E_{T \text{miss}}^g$. A lepton veto is applied to both $\gamma+jets$ and $Z \rightarrow \nu \bar{\nu}$ MC samples, and the $E_{T \text{miss}}$ trigger in Sec. 8.2.1 is applied to both $Z \rightarrow \nu \bar{\nu}$ and $\gamma+jets$ samples, the effect of which would essentially cancel out in the division when calculating the transfer function. To check robustness of the method, a series of kinematic cuts as listed in Tab. 10.9 are applied consecutively, and a transfer function is derived at each stage: the cuts are consistent with the other CRs, and the SR at preselection level (before $b$-tag requirement).

<table>
<thead>
<tr>
<th>$E_{T \text{miss}}^{\text{Trigger}}$</th>
<th>Lepton Veto</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{T \text{miss}}$</td>
<td>$&gt; 100 \text{ GeV}$</td>
</tr>
<tr>
<td>jet multiplicity</td>
<td>$1 \leq n_j \leq 4$</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{min}}(E_{T \text{miss}}, p_T(j))$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>$p_T$(leading jet)</td>
<td>$&gt; 100 \text{ GeV}$</td>
</tr>
<tr>
<td>if $n_j &gt; 2$</td>
<td>$p_T$(sub-leading jet) $&gt; 100 \text{ GeV}$</td>
</tr>
</tbody>
</table>

**Table 10.9:** Selections used to calculate the transfer function from $\gamma+jets$ to $Z \rightarrow \nu \bar{\nu}$.

Fig. 10.22 shows the $Z \rightarrow \nu \bar{\nu}$ and $\gamma+jets$ $E_{T \text{miss}}$ distributions on the left at the selection stage after requiring $\Delta \phi_{\text{min}}(E_{T \text{miss}}, p_T(j)) > 1.0$ and the transfer function calculated as the latter divided by the former on the right. Similar to Eq. 10.1, the application of the $E_{T \text{miss}}$ trigger in the calculation of the transfer function is illustrated in Eq. 10.3. The $E_{T \text{miss}}$ trigger is applied in the beginning of the selection stage before additional kinematic cuts, and the $\gamma$ trigger is already applied in the selection of $\gamma+jets$ events to obtain $E_{T \text{miss}}^g$. 

133
\[ T F_{Z \rightarrow \nu \nu}^{\gamma} = \frac{E_{T}^{\gamma,MC} \cdot E_{T}^{\text{Trigger} \, \text{Data}}}{(E_{T}^{Z \rightarrow \nu \nu,MC} \cdot E_{T}^{\text{Trigger}} \cdot E_{T}^{\text{TrigCorr},MC})} \] (10.3)

The transfer function is fit with Eq. 10.4 in the region 200 GeV to 1000 GeV. The function (Ref. [135]) is based on the production mechanism of the two processes, including the expected Z mass suppression relative to the photon distribution for \( p_{T} < M_{Z} \). Theoretical calculations give \( n \sim 1.2 \), while our fit yield \( n \sim 1.3 \) very close to predicted value. The \( \chi^{2}/\text{dof} \) for this fit is 2.62 for \( n_{\text{dof}} = 158 \). The small fluctuations of the shape of the ratio from that of the transfer function is taken into account as systematics detailed in Sec. 11.3.

\[ f(x) = R((x^{2} + M_{Z}^{2})/x^{2})^{n} \] (10.4)

Figure 10.22: \( E_{T}^{\text{miss}} \) in \( \gamma \) (blue) and \( E_{T}^{\text{miss}} \) in \( Z \rightarrow \nu \nu \) (red) distributions (left) and transfer function of the former divided by the latter (right).

The transfer function is calculated for different selection stages in Tab. 10.9: the TF remains consistent across different selection stages, as shown in Fig. 10.23 (left). The variations from the transfer function is taken into account as systematics detailed in Sec. 11.3.

To ensure orthogonality to the signal region, the transfer function used for reweighting the \( \gamma + \text{jets} \) distributions is derived from the region with an anti-\( b \)-tag (\( b \)-tagging working point: 60%), and the selection stage after the cut on \( \Delta \phi_{\text{min}}(E_{T}^{\text{miss}},p_{T}(j)) \) is used.

As the coupling to quarks differs between \( Z \) and \( \gamma \), we study the effects of the difference by deriving the transfer functions with different \( b \)-jet multiplicity requirements, and comparing them by dividing one transfer function against another. As shown in Fig. 10.24 the ratio of
the transfer functions is flat at $E_{\text{miss}}^{\text{T}}$ above 200 GeV, so we can apply a simple scale factor (scale factor) to account for the difference in coupling to quarks between $Z$ and $\gamma$. To derive the scale factor, we first divide the number of events as a function of $b$-jet multiplicity in $\gamma+\text{jets}$ by that of $Z \to \nu\bar{\nu}$, as shown in Fig. 10.25. As the transfer function is derived from a $b$-veto region, we then divide the bin content corresponding to the specific $b$-jet multiplicity, e.g., one-$b$-jet, by the bin content in the zero-$b$-jet bin, and that gives us the scale factor. As seen in the right plot in Fig. 10.23, the ratio in $b$-jet multiplicity is also relatively consistent across different selection stages: most of the events in the analysis have no more than 2 $b$-jets, leading to larger statistical fluctuations in the $n_b = 3$ and $n_b = 4$ bins in the plot.

Figure 10.23: Little variation across different selection stages for transfer function (left) and ratio of $b$-jet multiplicity (right)

Figure 10.24: transfer function derived at $b$-veto stage divided by that from exactly one $b$-jet stage (left) and exactly two $b$-jets stage (right)
Figure 10.25: Ratio of the number of events as a function of $b$-jet multiplicity between $\gamma$+jets and $Z \rightarrow \nu \bar{\nu}$.

The reweighting process is illustrated in Eq. 10.5

$$Z_{\rightarrow \nu \nu, n_b=i}^{\text{data-driven}} = \frac{\gamma^{\text{Data}}}{T F_{Z \rightarrow \nu \nu}^\gamma \times \text{scalefactor}_{n_b=i}} \times \frac{E_T \text{Trigger}_{\text{Data}}}{10.5}$$

Here $\text{scalefactor}_{n_b=i} = \frac{\text{Ratio}_{n_b=i}^{\text{evt}}}{\text{Ratio}_{n_b=0}^{\text{evt}}}$, and $\text{Ratio}_{n_b=i}^{\text{evt}}$ is the ratio of the number of $\gamma$+jets events divided by that of $Z \rightarrow \nu \bar{\nu}$ as a function of $b$-jet multiplicity, i.e. the bin content for $n_b = i$ in Fig. 10.25. The effect of $b$-tagging efficiency is taken into account as part of the systematic uncertainties detailed in Sec. 11.3.

Here $T F_{Z \rightarrow \nu \nu}^\gamma$ is calculated in Eq. 10.1 as a function of $E_T^{\text{miss}}$, and reweighting is performed on an event-by-event basis. As the $E_T^{\text{miss}}$ trigger will effectively cancel out in the derivation of the transfer function, $E_T \text{Trigger}_{\text{Data}}$, which again is the trigger curve for data ($W \rightarrow \ell \nu$ selection, in black) in part(a) of Fig. 8.2 is applied to simulate the $E_T^{\text{miss}}$ trigger for a more accurate data-driven estimation of $Z \rightarrow \nu \bar{\nu}$ distributions.

A MC closure test is performed by reweighting various kinematic distributions, including but not limited to $E_T^{\text{miss}}$, in the $\gamma$+jets MC sample by the transfer function derived from $E_T^{\text{miss}}$. Given the poor matching of $\gamma$+jets events compared to $Z \rightarrow \mu \mu$ events for $E_T^{\text{miss}} < 180$ GeV, low $E_T^{\text{miss}}$ region below 200 GeV is reweighted using $Z \rightarrow \mu \mu$ MC samples as shown in the previous closure test in Fig. 10.16. For $E_T^{\text{miss}} > 200$ GeV, $\gamma$+jets MC sample is used.
for the reweighting. The combined reweighted results are compared to the corresponding distributions in the $Z \rightarrow \nu \bar{\nu}$ MC sample. Good agreement is reached as shown in Fig. 10.26.

Figure 10.26: Comparison of reweighted $\gamma$+jets distributions (yellow) for $E_T^{\text{miss}} > 200$ GeV (plus $Z \rightarrow \mu\mu$ distributions for $E_T^{\text{miss}} < 200$ GeV) and $Z \rightarrow \nu \bar{\nu}$ distributions (dot) at different selection stages: after $n_j$ cut (upper); after $\Delta \phi_{\text{min}}$ cut (middle); after $E_T^{\text{miss}}$ cut (lower). All samples shown here are from MC simulation.
Apply the transfer function from $\gamma$ to $Z \to \nu\bar{\nu}$. The transfer function from $\gamma$ to $Z \to \nu\nu$ as shown in Fig. 10.22 is then applied to the $\gamma$+jets data sample to get the final estimate of $Z \to \nu\bar{\nu}$ background.

A direct comparison of $Z \to \nu\bar{\nu}$ estimate from $\gamma$+jets and that from $Z \to \mu\mu$, in the overlap region of $E_T^{\text{miss}}$ between 200 GeV and 300 GeV is shown in Fig. 10.27. Good agreement is seen between the two estimates, justifying the use of the $\gamma$+jets events to estimate $Z \to \nu\nu$ background.

![Figure 10.27: Comparison of $Z \to \nu\bar{\nu}$ estimation from $\gamma$+jets (data, dot) and $Z \to \mu\mu$ (data with other background contamination subtracted from MC, yellow) in the overlap region of $E_T^{\text{miss}}$ between 200 GeV and 300 GeV.]

Combined $Z \to \nu\nu$ background determination

Given the poor matching of $\gamma$+jets events compared to $Z \to \mu\mu$ events for $E_T^{\text{miss}} < 180$ GeV, the low $E_T^{\text{miss}}$ region below 200 GeV is estimated using only the original $Z \to \mu\mu$ selection.
Table 10.10: Integrated event count in different $E_T^{\text{miss}}$ regions for data, non-$Z \rightarrow \nu \bar{\nu}$ background and $Z \rightarrow \nu \bar{\nu}$. The scale factors are derived by fixing the normalization on other backgrounds and matching $Z \rightarrow \nu \bar{\nu}$ to data. A flat scale factor of 0.9 is adopted in the final estimation of $Z \rightarrow \nu \bar{\nu}$ background.

<table>
<thead>
<tr>
<th>$E_T^{\text{miss}}$ (GeV)</th>
<th>$100 &lt; E_T^{\text{miss}} &lt; 200$</th>
<th>$150 &lt; E_T^{\text{miss}} &lt; 200$</th>
<th>$E_T^{\text{miss}} &gt; 200$</th>
<th>$E_T^{\text{miss}} &gt; 300$</th>
<th>$E_T^{\text{miss}} &gt; 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>data</td>
<td>1.17E06</td>
<td>3.17E05</td>
<td>1.38E05</td>
<td>1.03E04</td>
<td>4.00E03</td>
</tr>
<tr>
<td>non-$Z \rightarrow \nu \bar{\nu}$ bkgd</td>
<td>6.26E05</td>
<td>1.53E05</td>
<td>5.75E04</td>
<td>7.30E03</td>
<td>1.40E03</td>
</tr>
<tr>
<td>$Z \rightarrow \nu \bar{\nu}$ (from $Z \rightarrow \mu \mu$)</td>
<td>5.98E05</td>
<td>1.84E05</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$Z \rightarrow \nu \bar{\nu}$ (from $\gamma+jets$)</td>
<td>-</td>
<td>-</td>
<td>8.79E04</td>
<td>1.30E04</td>
<td>2.78E03</td>
</tr>
<tr>
<td>scale factor for $Z \rightarrow \nu \bar{\nu}$</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

from $2\mu$ data (with other backgrounds subtracted from MC). For $E_T^{\text{miss}} > 200$ GeV both methods provide accurate descriptions of the $Z \rightarrow \nu \bar{\nu}$ background. As the $Z \rightarrow \nu \bar{\nu}$ estimation from $\gamma+jets$ provides over 30 times more statistics covering the high $E_T^{\text{miss}}$ regions, it is used for $E_T^{\text{miss}}$ over 200 GeV.

We add the combined $Z \rightarrow \nu \bar{\nu}$ data-driven distribution from both methods to the rest of the backgrounds, and compare the overall distributions with data in the aforementioned $Z \rightarrow \nu \bar{\nu}$ control region. Fig. 10.28 shows the distributions in the $b$-veto region after the cut on the leading jet $p_T$. The agreement is good across all kinematic variables with a slight overestimation of data similar to what was observed earlier reweighting using only $Z \rightarrow \mu \mu$: as this region is dominated by $Z \rightarrow \nu \bar{\nu}$, by fixing the normalization on the non-$Z \rightarrow \nu \bar{\nu}$ background, and matching the integrated event count of $Z \rightarrow \nu \bar{\nu}$ events to that of data for different $E_T^{\text{miss}}$ regions of concern, as detailed in Tab. 10.10 we derive a flat scale factor of 0.9, which is applied to the $Z \rightarrow \nu \bar{\nu}$ distributions across the entire $E_T^{\text{miss}}$ range. The scale factor is taken into account in later systematic calculations. Detailed description of the systematics evaluation for $Z \rightarrow \nu \bar{\nu}$ estimation is in Sec. 11.3.
Figure 10.28: Kinematic distributions in the $Z \to \nu \bar{\nu}$ control region at pre-selection level with $b$-jet veto, after cut on leading jet $p_T$. $Z \to \nu \bar{\nu}$ estimation is from both reweighted $Z \to \mu \mu$ and $\gamma + \text{jets}$ combined. A scale-factor of 0.9 is derived (but not applied) from the data/bkgd ratio.
Fig. 10.29 shows selected kinematic distributions in $Z \rightarrow \nu \bar{\nu}$ b-veto control region after further kinematic selections with the scale factor applied. Good agreement is reached across different kinematic variables and selection stages. As the $Z \rightarrow \nu \bar{\nu}$ 1b-tag control region is blinded with $E_T^{\text{miss}} < 200$ GeV, its $Z \rightarrow \nu \bar{\nu}$ contribution is only from reweighted $Z \rightarrow \mu \mu$, and is shown in Fig. 10.18 earlier with good agreement across selection stages and kinematic variables.
Figure 10.29: Kinematic distributions in the $Z \rightarrow \nu \bar{\nu}$ $b$-jet veto control region, requiring two or three jets in the final state, and the invariant mass of the two leading jets be between 90 GeV and 150 GeV. A scale-factor of 0.9 is applied to the $Z \rightarrow \nu \bar{\nu}$ estimation, which is from reweighted $Z \rightarrow \mu \mu$ in $E_T^{\text{miss}}$ below 200 GeV, and $\gamma + \text{jets}$ for $E_T^{\text{miss}}$ above 200 GeV. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars.
10.4 0-Lepton Validation Region

After obtaining and validating the individual background processes in Secs. 10.2 and 10.3, we apply them in the 0-lepton validation region to examine the overall description of data. The scale factor of 0.92 from the 1-lepton $W$+jets control region (Sec. 10.2.1) is applied here to $W(\rightarrow \ell\nu)$ & $Z(\rightarrow \ell\ell)$+jets events, and the scale factor of 0.9 from the zero-$b$-jets $Z(\rightarrow \nu\bar{\nu})$+jets control region (Sec. 10.3.2) is applied here to $Z \rightarrow \nu\bar{\nu}$ estimation. The effects of both scale factors are taken into account in subsequent systematics estimation.

The 0-lepton validation region has near identical selections to the signal region (Sec. 9.2), with the cut on the invariant mass of the two leading $b$-jets ($m_{bb}$) reversed to require $m_{bb} < 60$ GeV or $m_{bb} > 150$ GeV. To preserve statistics, we choose the full $E_T^{\text{miss}}$ range above 100 GeV, and ease the cut on $\Delta R(p_T(j0), p_T(j1))$ to below 2.0 instead of 1.5 as is in the signal selection. The selections for 0-lepton control region is listed as follows (the preselection cuts listed in Sec. 9.1 are applied as well):

- Lepton Veto
- $m_{bb} < 60$ GeV or $m_{bb} > 150$ GeV
- $E_T^{\text{miss}} > 100$ GeV
- $\Delta \phi_{\text{min}}(E_T^{\text{miss}}, p_T(j)) > 1.0$
- highest $p_T$ jet must have $p_T > 100$ GeV
- $\geq 1b$-jet with $b$-tagging working point: 60%
- highest $p_T$ b-jet must have $p_T > 100$ GeV
- $2 \leq n_j \leq 3$
- sub-leading jet $p_T > 100$ GeV when $n_j = 3$
- sub-leading b-jet $p_T > 60$ GeV when $n_j = 3$ and $n_b > 1$
- $\geq 2b$-jet with $b$-tagging working point: 60%
- $\Delta R(p_T(j0), p_T(j1)) < 2.0$
Comparison between data and background is performed for different kinematic distributions including jet $p_T$, angular distributions, multiplicity, and $E_T^{\text{miss}}$. Figure 10.30 shows the comparison of data and expected background at the selection stage after one $b$-tag and jet $p_T$ cuts, but prior to the second $b$-jet requirement and jet multiplicity requirement, for the full range of $E_T^{\text{miss}}$ above 100GeV (excluding the blinded $m_{bb}$ region). Figure 10.31 shows the comparison of data and expected background after imposing the additional jet multiplicity requirement ($2 \leq n_j \leq 3$) with at least one $b$-jet for the full range of $E_T^{\text{miss}}$ above 100GeV (excluding the blinded $m_{bb}$ region). Figure 10.32 shows the comparison of data and expected background contributions after final selection with at least two $b$-tagged jets (excluding the blinded signal mass region): to preserve statistics, the plots shown are for the full $E_T^{\text{miss}}$ range above 100 GeV, and the cut on $\Delta \phi(p_T(j0), p_T(j1))$ is eased to be $\leq 2.0$. Good agreement is achieved for various selections stages.
Figure 10.30: Kinematic distributions in the 0-lepton validation region at preselection level with at least 1-btagged jet, with signal region blinded by reversing the cut on the invariant mass of the two leading b-jets. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars.
Figure 10.31: Kinematic distributions in the 0-lepton validation region at preselection level with at least 1-btagged jet, $2 \leq n_j \leq 3$, $\Delta R(j_0, j_1) < 2.0$, with signal region blinded by reversing the cut on the invariant mass of the two leading $b$-jets. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars.
Figure 10.32: Kinematic distributions in the 0-lepton validation region after full selection (at least two $b$-tagged jets, $2 \leq n_j \leq 3$, $\Delta R(j_0, j_1) < 2.0$), with signal region blinded by reversing the cut on the invariant mass of the two leading $b$-jets. Systematic uncertainties are given as hatched band and statistical uncertainties as error bars.
Chapter 11

Dark Matter + Higgs($\rightarrow b\bar{b}$): Systematic Uncertainties

This chapter discusses the systematic uncertainties associated with the Monte Carlo (MC) simulated samples used in this analysis. The simulated signal samples are discussed in Section 7.3, and the background samples from simulation are given in Section 8.1.2. For definitions and reconstruction method of the physics objects used in this analysis, see Chapter 8. The systematic uncertainty figures are used in the final statistical interpretation and limit setting in Chapter 12.

This chapter is organized as follows: Section 11.1 describes the main sources of systematic uncertainties and how they are calculated; Section 11.2 gives the theoretical uncertainties associated with the signal samples; Section 11.3 describes the theoretical and experimental uncertainties associated with the data-driven estimation of the $Z(\rightarrow \nu\bar{\nu})+\text{jets}$ process; and finally the systematic uncertainty tables and summary are given in Section 11.4 for the signal processes, individual background processes, and combined.

11.1 Sources of Systematic Uncertainties

The uncertainty of a measurement is given by a range of values which are likely to enclose the true value. There are two classes of uncertainties which may impact the final result. The first sort of uncertainties are statistical uncertainties which are a result of stochastic fluctuations. They arise from the fact that a measurement is based on a finite set of observations and can be handled using the well developed mathematical theory of statistics. The second class of uncertainties is the systematic uncertainties. They arise from uncertainties associated with the nature of the measurement apparatus, methods used for the readout or the particle reconstruction, model-dependent uncertainties such as the choice and parameterization of MC simulations and further assumptions made. The evaluation of systematic uncertainties is generally not trivial and will be discussed in the following.

The uncertainties on various experimental quantities used in the analysis may have a sizable effect on the result and have to be investigated carefully.

- Rate Uncertainties: Uncertainties related to efficiencies and overall normalization of the contributing physical processes. This class of uncertainties is not changing the shape
of the distribution used for limit settings but the ratio of the various contributions to
the entire data set.

• **Shape Uncertainties**: If the variation of a source of systematic uncertainty changes
the value of a given quantity differently for different events. These uncertainties are
referred to as shape or shape-changing uncertainties.

The rate uncertainties are determined by propagating the systematic variation through
the selection requirements as described and calculating the relative uncertainty. For the
shape uncertainties the variations are propagated through the selection requirements. By
comparing the non-modified (“nominal”) and modified shapes, the fractional uncertainties
are derived. The integral of the fractional uncertainty gives the overall relative uncertainty.
Currently we consider all systematics as rate uncertainties only because our limit setting
does not depend on the shape of distributions.

The following sources of systematic uncertainties are considered.

**Heavy flavor tagging** The $b$-tagging efficiencies have been determined from comparisons
between simulation and heavy-flavor-enriched data samples [136]. The scale factors from
the method are used to calculate the systematic uncertainties here. The scale factors are
determined independently for $b$-jets, $c$-jets and light-jets and their uncertainties are uncor-
related. Therefore the $b$-tagging uncertainty is calculated separately for each kind of jet, by
varying the $b$-jet ($c$-jet or miss-tag rate) efficiency SF in all $p_T$, $\eta$ bins up (down) by $1\sigma$, and
varying the corresponding inefficiency SF in all $p_T$, $\eta$ bins down (up) by $1\sigma$ at the same
time. The final systematic uncertainty due to the $b$-tagging is obtained by summing these
three uncertainties in quadrature. The systematic uncertainties associated with heavy flavor
tagging are sample dependent and range from $\sim 10\% - 15\%$.

The uncertainty on the $c$-jet and light jet scale factors are also calculated propagating
the estimated uncertainties on the scale factors to the event weights up or down $1\sigma$. The
$c$-jet and light jet-related uncertainties are small at 3% or less.

**Jet Energy Scale & Resolution** The jet energy is scaled up and down (in a fully cor-
related way) by the $1\sigma$ uncertainty on the Jet Energy Scale obtained using the tool [137].
The package
JetUncertainties-00-08-07 has been used. This tool returns a relative uncertainty on the jet energy scale which is the sum in quadrature of five components: (1) an uncertainty dependent on the transverse momentum and pseudorapidity of the jet, (2) an uncertainty dependent on the $\Delta R$ of the closest jet, (3) an uncertainty dependent on the average quark-gluon composition of the sample, (4) an uncertainty on the pileup subtraction procedure, and (5) an additional uncertainty specific for $b$-jets. The jet four-vectors are scaled according to the uncertainty and the $E_T^{\text{miss}}$ recomputed by using the MissingETUtility package. The uncertainty associated with jet energy resolution is calculated in a similar way, but only in one direction as the best energy resolution is the nominal one used for the analysis, and the uncertainty is obtained by increasing it by $1\sigma$ and compare the effects. The systematic uncertainty associated with the jet energy scale and jet energy resolution range between $\sim 5\% - 15\%$.

In top events, mainly consisting of $t\bar{t}$, there is a larger tail at higher $p_T$ compared with other background processes, leading to considerable statistical fluctuations in the jet energy scale uncertainty calculation. A similar effect is observed in the $Z \to \nu\bar{\nu}$ estimation at $E_T^{\text{miss}}$ greater than 150 GeV, where top background (from MC) is subtracted from 2$\mu$ data for reweighting. The jet energy scale uncertainties for top and $Z \to \nu\bar{\nu}$ with $E_T^{\text{miss}} \geq 150$ GeV are hence symmetrized to mitigate the statistical effects.

$E_T^{\text{miss}}$ calculation The impact of the cluster energy uncertainties on the reconstructed $E_T^{\text{miss}}$ is estimated using the MissingETUtility tool. The tool is used to propagate the object systematics and to retrieve the systematics on the global $E_T^{\text{miss}}$ object. The relevant systematic variations are performed by varying the Soft Term energy scale and resolution. The typical size of the uncertainty is about $\approx 1\%$. The resolution systematic is one sided and symmetrized to obtain the up/down variations.

Pile-up Simulated events are generated and reweighted with templates matching the luminosity, average number of collisions per bunch crossing and pile-up conditions. The default pile-up reweighting applies a scale factor of 1.09 to simulated events. The scale factor is varied to 1.05 and 1.13 to obtain the down/up variations of pile-up systematics. The systematic uncertainties associated with pile up reweighting is small at below 1%.
Jet Vertex Fraction  The jet vertex fraction allows for the identification and selection of jets originating in the hard-scatter interaction through the use of tracking and vertexing information. By combining tracks and their primary vertices with calorimeter jets we define a discriminant, the Jet Vertex Fraction (JVF) which measures the probability that a jet originated from a particular vertex. The fractional uncertainties of the JVF requirement are obtained by varying the cut from 0.5 up and down 0.1 to 0.4 and 0.6 respectively, and reweighting as a function of the leading jet momentum. The size of the uncertainty is about 1%.

BCH cleaning  “BCH cleaning” removes the effect from non-functioning modules in the calorimeter when calculating the energy deposits. The systematic uncertainties for BCH cleaning have been derived as recommended in [128]. The BCH inefficiencies are flavor dependent and separate upward/downward fluctuations are calculated. The systematic effect of BCH cleaning is negligible.

Luminosity  The uncertainty on the integrated luminosity for the data sample is 2.8%. It is derived using the same methodology as that detailed in Ref. [138].

Cross section uncertainties  We assume the following uncertainties of cross sections for the background samples:

The uncertainty of the $t\bar{t}$ production cross section is assumed to be 7%, following Ref. [139], which is consistent with the ATLAS measurement of top quark pair production [140]. The single top contribution is very small and for simplicity we use the same uncertainty as for $t\bar{t}$, which is consistent with the theoretical uncertainties [141]. The same procedure is used by the top group [142].

For the $W + \text{jets}$ we use 20% for its cross section uncertainty from the recent ATLAS measurement of $W + \text{jets}$ production with $b$-jets (Ref. [143]): this also fully covers the largest difference (estimated to be $\sim 8\%$) between prediction and data in the dedicated CR as listed in Tab. [10.2]. Distributions shown in Sec. [10.2.1] show that MC samples describe the efficiencies and shape in $W + \text{jets}$ sufficiently well.

For the diboson processes, initially we used the uncertainty figures from recent ATLAS measurements of each of the three processes. For $WW$ production we use the uncertainty of
the measured ATLAS cross section of 9\% [144]. This is conservative compared to the smaller theory cross section of 4.5\%. Similarly for ZZ production 12\% (theory: 4\%) [145] and for WZ production we assume 9\% (theory: 6\%) [146]. The weighted total is calculated to be 6.4\% for the Diboson processes combined, where the different processes are weighted by their individual contributions after requiring at least two $b$-jets (of the total diboson yield, 2\% are $WW$, 58\% are $WZ$, and 40\% are $ZZ$), and the systematics are treated as uncorrelated. As the ATLAS measurements are for inclusive processes, while this analysis probes certain slices of phase space with large $E_T^{miss}$ where the cross-section uncertainty on diboson processes can be much larger, we adopt the figures from the most recent ATLAS “mono-jet” analysis (Ref [147]), which provides a linear extrapolation of cross-section uncertainty based on the comparisons of truth level MC samples with shifted systematics for diboson processes in signal regions with jets and large $E_T^{miss}$. The uncertainty on diboson cross-section ($WW + WZ + ZZ$) is 20\% at $E_T^{miss} > 150$ GeV, 22\% at $E_T^{miss} > 200$ GeV, 26\% at $E_T^{miss} > 300$ GeV, and 30\% at $E_T^{miss} > 400$ GeV. Due to the fact that diboson process is a relatively minor background at lower $E_T^{miss}$, and has very limited statistics of around or below 1 event at higher $E_T^{miss}$ where statistical uncertainties dominate, the revision of the diboson cross-section uncertainty brings minimal change to the final limit results at 1\% or less. Tables 11.7 to 11.10 reflect the revised diboson cross-section uncertainty figures, as is used in the final results in Chapter 12.

**PDF and $\alpha_s$ uncertainties** The systematic uncertainty due to the choice of parton distribution functions (PDFs) is determined by using the uncertainty eigenvectors provided for multiple PDF sets per the PDF4LHC prescription [107]. For the simulated background processes, the uncertainty due to variations in PDFs, namely MSTW2008 NNLO [87, 108], CT10 NNLO [91, 109], and NNPDF2.3 [110] PDF sets and parton shower models is approximately 6\% for top, 5\% for $V+$jets, and 5.9\% for diboson. In particular, the uncertainty on top is calculated by combining in quadrature the effect of different showering models (2.4\%), and with/without $t\bar{t}$ $p_T$ reweighting (5.5\%), yielding 6\% consistent with prior analysis. As the $Z \rightarrow \nu\bar{\nu}$ estimation is data-driven, we assume no additional PDF uncertainties, and the theoretical uncertainties are absorbed in the uncertainty on the transfer function, as detailed in Sec. 11.3 PDF uncertainties for signal samples are discussed in detail in the following section, Sec. 11.2.
11.2 Signal Theoretical Uncertainties

The signals samples from MC simulation are produced at leading order (LO). An estimated value of 10% is used as the uncertainty on the signal cross-section from NLO corrections \[148\].

The systematic uncertainty due to the choice of parton distribution functions is determined by using the uncertainty eigenvectors provided for multiple PDF sets per the PDF4LHC prescription \[107\]. For the signal samples, the PDF uncertainty is estimated as the maximum difference in detector acceptance when using different variations in the MSTW2008 LO \[87\] and NNPDF2.1 \[110\] PDF sets, leading to an uncertainty of $\sim 4\%$ to $8\%$ for the $Z'$-2HDM model. The process of obtaining the PDF uncertainties for the signal samples and the values for each variation are detailed below.

The signal samples are produced with the central value of PDF set MSTW2008 LO: following the PDF4LHC prescription, the PDF uncertainties are calculated using the uncertainty eigenvectors (“error sets”) from the MSTW2008LO and NNPDF2.1 PDFs. In addition to the central value, MSTW2008LO has 40 error sets; and NNPDF2.1 has 100 error sets. The events are reweighted with the values from either the nominal value or the one from each error set, and the variation in detector acceptance when requiring at least two $b$-tagged jets in the final state is calculated for each set.

The PDF uncertainty of an observable can be evaluated in three ways: intra-PDF uncertainty, which is the uncertainty within a given PDF set; inter-PDF uncertainty, which is the variation when switching from one PDF (set) to another PDF; and full-PDF uncertainty as the combination of the inter and intra-PDF uncertainty.

First, to calculate the intra-PDF uncertainty, the methods are conceptually different for the two families of PDFs. For MSTW, there is one central PDF set and 40 error sets, from which the uncertainties are constructed following the asymmetric Hessian procedure \[149\]. The asymmetric errors are calculated using the following formulae:

$$\Delta X^+ = \sqrt{\sum_i \max(0, (X_{2i} - X_0), (X_{2i-1} - X_0))^2} \quad , \quad i = 1...N/2$$

$$\Delta X^- = \sqrt{\sum_i \max(0, (X_0 - X_{2i}), (X_0 - X_{2i-1}))^2} \quad , \quad i = 1...N/2$$

Here, $X_0$ is the central value, $X_{2i}$ ($X_{2i-1}$) corresponds to the $2i$-th ($2i - 1$) error set, and
$N$ is the total number of error sets, which is 40 here.

The NNPDF sets, on the other hand, are 100 independent sets. The central value is given by the mean value ($X_0$) of this ensemble and the (symmetric) error by its standard deviation:

$$\Delta X = \sqrt{\frac{1}{100-1} \sum_i (X_i - X_0)^2}, \quad i = 1...100$$

The final PDF uncertainty is obtained per PDFLHC4 recommendation by taking the envelope of the variations and uncertainties: the extremum (min and max) of all variations is taken and half of the interval is the absolute uncertainty, i.e.:

$$\Delta X_{env} = \frac{1}{2} \left[ \max(X_0^{NNPDF}+\Delta X, X_0^{MSTW}+\Delta X^+) - \min(X_0^{NNPDF}-\Delta X, X_0^{MSTW}-\Delta X^-) \right]$$

To obtain the relative uncertainty, $\Delta X_{env}$ is divided by the default value of the signal samples, in this case $X_0^{MSTW}$.

The variation of the acceptance at the two $b$-tagged jets selection stage due to using a different PDF set is estimated by reweighting the original sample to the alternate PDF and comparing the weighted acceptance to the original. This reweighting is done with the help of the PDFTool [150]. It assigns a weight to each event based on the scale of the event ($Q^2$), the momentum fractions ($x_1, x_2$) and types of the two interacting partons, and the original and alternate PDF to be used. The tool uses the LHAPDF library of PDF sets (see also reference [151]). The sets used are 21000 (MSTW2008lo68cl) and 192800 (NNPDF21). Hence, the numbers quoted are the uncertainties at 68% confidence level.

Fig. [11.1] shows the variations in acceptance at the two $b$-tagged jets selection stage for error sets in MSTW2008LO (left) and NNPDF2.1 (right) for $Z' \rightarrow A^0h$ signal sample with $m_{Z'} = 1000$ GeV, $m_{A_0} = 300$ GeV. The envelope of the variations across the error sets is taken as the PDF uncertainty for each signal sample, as tabulated in Tab. [11.1] for $Z' \rightarrow A^0h$, and Tab. [11.2] for $Z' \rightarrow Zh$. [154]
Table 11.1: PDF uncertainty calculated in terms of acceptance at the two $b$-tagged jets selection stage for the $Z' \to A^0 h$ signal, varying $M_{Z'}$ and $M_{A^0}$. The columns from left to right describe $M_{Z'}$, $M_{A^0}$, $X_{0}^{MSTW} + \Delta X^+ - \Delta X^-$, $X_{0}^{NNPDF} \Delta F + \Delta X$, and the final PDF uncertainty calculated with the envelope method. The acceptance and uncertainty numbers are in percentage.

<table>
<thead>
<tr>
<th>$M_{Z'}$ (GeV)</th>
<th>$M_{A^0}$ (GeV)</th>
<th>MSTW2008LO (%)</th>
<th>NNPDF2.1 (%)</th>
<th>uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>300</td>
<td>9.3 $^{+0.2}_{-0.2}$</td>
<td>10.2 $\pm$ 0.3</td>
<td>7.3</td>
</tr>
<tr>
<td>600</td>
<td>400</td>
<td>4.7 $^{+0.1}_{-0.1}$</td>
<td>5.1 $\pm$ 0.2</td>
<td>7.1</td>
</tr>
<tr>
<td>800</td>
<td>300</td>
<td>15.0 $^{+0.3}_{-0.4}$</td>
<td>15.8 $\pm$ 0.6</td>
<td>5.8</td>
</tr>
<tr>
<td>800</td>
<td>400</td>
<td>14.0 $^{+0.3}_{-0.3}$</td>
<td>14.8 $\pm$ 0.5</td>
<td>5.9</td>
</tr>
<tr>
<td>800</td>
<td>500</td>
<td>11.0 $^{+0.3}_{-0.3}$</td>
<td>11.6 $\pm$ 0.4</td>
<td>5.9</td>
</tr>
<tr>
<td>800</td>
<td>600</td>
<td>7.5 $^{+0.2}_{-0.2}$</td>
<td>7.8 $\pm$ 0.3</td>
<td>5.6</td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>16.1 $^{+0.4}_{-0.5}$</td>
<td>16.3 $\pm$ 0.7</td>
<td>4.4</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>16.0 $^{+0.4}_{-0.5}$</td>
<td>16.4 $\pm$ 0.7</td>
<td>4.7</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>15.6 $^{+0.4}_{-0.4}$</td>
<td>15.9 $\pm$ 0.7</td>
<td>4.6</td>
</tr>
<tr>
<td>1000</td>
<td>600</td>
<td>14.7 $^{+0.4}_{-0.4}$</td>
<td>14.9 $\pm$ 0.6</td>
<td>4.4</td>
</tr>
<tr>
<td>1000</td>
<td>700</td>
<td>11.8 $^{+0.3}_{-0.3}$</td>
<td>12.0 $\pm$ 0.5</td>
<td>4.5</td>
</tr>
<tr>
<td>1000</td>
<td>800</td>
<td>10.1 $^{+0.3}_{-0.3}$</td>
<td>10.2 $\pm$ 0.4</td>
<td>4.4</td>
</tr>
<tr>
<td>1200</td>
<td>300</td>
<td>14.8 $^{+0.5}_{-0.5}$</td>
<td>14.6 $\pm$ 0.7</td>
<td>4.8</td>
</tr>
<tr>
<td>1200</td>
<td>400</td>
<td>15.4 $^{+0.5}_{-0.5}$</td>
<td>15.2 $\pm$ 0.7</td>
<td>4.8</td>
</tr>
<tr>
<td>1200</td>
<td>500</td>
<td>15.7 $^{+0.5}_{-0.5}$</td>
<td>15.3 $\pm$ 0.8</td>
<td>5.1</td>
</tr>
<tr>
<td>1200</td>
<td>600</td>
<td>16.1 $^{+0.5}_{-0.5}$</td>
<td>15.8 $\pm$ 0.8</td>
<td>4.8</td>
</tr>
<tr>
<td>1200</td>
<td>700</td>
<td>15.6 $^{+0.5}_{-0.5}$</td>
<td>15.3 $\pm$ 0.8</td>
<td>4.9</td>
</tr>
<tr>
<td>1200</td>
<td>800</td>
<td>14.5 $^{+0.5}_{-0.5}$</td>
<td>14.1 $\pm$ 0.7</td>
<td>5.1</td>
</tr>
<tr>
<td>1400</td>
<td>300</td>
<td>10.1 $^{+0.4}_{-0.4}$</td>
<td>9.6 $\pm$ 0.5</td>
<td>6.6</td>
</tr>
<tr>
<td>1400</td>
<td>400</td>
<td>11.2 $^{+0.4}_{-0.4}$</td>
<td>10.7 $\pm$ 0.6</td>
<td>6.8</td>
</tr>
<tr>
<td>1400</td>
<td>500</td>
<td>13.0 $^{+0.5}_{-0.5}$</td>
<td>12.4 $\pm$ 0.7</td>
<td>6.7</td>
</tr>
<tr>
<td>1400</td>
<td>600</td>
<td>14.5 $^{+0.5}_{-0.5}$</td>
<td>13.7 $\pm$ 0.8</td>
<td>7.0</td>
</tr>
<tr>
<td>1400</td>
<td>700</td>
<td>16.1 $^{+0.6}_{-0.6}$</td>
<td>15.3 $\pm$ 0.8</td>
<td>6.9</td>
</tr>
<tr>
<td>1400</td>
<td>800</td>
<td>15.8 $^{+0.6}_{-0.6}$</td>
<td>15.0 $\pm$ 0.8</td>
<td>7.0</td>
</tr>
</tbody>
</table>
Figure 11.1: Variations in acceptance at the two $b$-tagged jets stage for error sets in MSTW2008LO (left) and NNPDF2.1 (right) for $Z' \rightarrow A^0 h$ signal sample with $m_{Z'} = 1000$ GeV, $m_{A^0} = 300$ GeV.

<table>
<thead>
<tr>
<th>$M_{Z'}$ (GeV)</th>
<th>MSTW2008LO (%)</th>
<th>NNPDF2.1 (%)</th>
<th>uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>$12.9^{+0.2}_{-0.3}$</td>
<td>$14.1 \pm 0.4$</td>
<td>7.3</td>
</tr>
<tr>
<td>800</td>
<td>$15.0^{+0.3}_{-0.4}$</td>
<td>$15.8 \pm 0.6$</td>
<td>5.9</td>
</tr>
<tr>
<td>1000</td>
<td>$15.0^{+0.4}_{-0.4}$</td>
<td>$15.4 \pm 0.6$</td>
<td>5.9</td>
</tr>
<tr>
<td>1200</td>
<td>$13.5^{+0.4}_{-0.4}$</td>
<td>$13.3 \pm 0.6$</td>
<td>4.7</td>
</tr>
<tr>
<td>1400</td>
<td>$8.2^{+0.3}_{-0.3}$</td>
<td>$7.9 \pm 0.4$</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 11.2: PDF uncertainty calculated in terms of acceptance at two $b$-tag stage for the $Z' \rightarrow Zh$ process, varying $M_{Z'}$. The columns from left to right describe $M_{Z'}$, $X_0^{MSTW} + \Delta X^+ - \Delta X^-$, $X_0^{NNPDF} \pm \Delta X$, and the final PDF uncertainty calculated with the envelope method. The acceptance and uncertainty numbers are in percentage.
11.3 $Z(\to \nu\bar{\nu})$+jets Background Systematic Uncertainties

Due to the data-driven methods to estimate $Z(\to \nu\bar{\nu})$+jets background as described in Sec. 10.3.2, the systematic uncertainties associated with it come from two sources, the uncertainties from the fitting of the transfer functions, and the experimental uncertainties as described in the previous section that propagate through the fitting and reweighting process due to the use of MC samples in the derivation of the transfer functions.

The final $Z(\to \nu\bar{\nu})$+jets estimation comes from two parts: when $E_T^{\text{miss}}$ is below 200 GeV, the estimation is reweighted from $Z \to \mu\mu$, where other background sources (top, $W$+jets, diboson) that pass the two muon selection are subtracted from $2\mu$ data; when $E_T^{\text{miss}}$ is above 200 GeV, the estimation is reweighted from $\gamma$+jets data, where the purity is very high (around 99% after $b$-tagging). The two methods yield two distinct sets of systematics. In our final signal selection, we adopt a sliding $E_T^{\text{miss}}$ cut going from 150 GeV to 400 GeV for signal samples with different $Z'$ and $A^0$ masses: the number of $Z \to \nu\bar{\nu}$ events coming from the two different methods are listed in Tab. 11.3.

For signal samples using the $E_T^{\text{miss}}$ above 150 GeV cut, the $Z(\to \nu\bar{\nu})$+jets estimation comes about half from reweighted $Z(\to \mu\mu)$+jets events and half from $\gamma$+jets events, and the systematics associated with both methods are used in the final combined total. For signal samples using the $E_T^{\text{miss}}$ above 200 GeV cut or above, the $Z(\to \nu\bar{\nu})$+jets estimation comes only from $\gamma$+jets events, and the systematics associated with the $\gamma$+jets method is used.

The sources of systematic errors from the fit of the transfer function include the function used for the fit, the shape of the fit, selection stage used for the fit, the statistical error of the fit, and variations on the $E_T^{\text{miss}}$ range of the fit.

In the $E_T^{\text{miss}}$ below 200 GeV region where $Z \to \nu\bar{\nu}$ is estimated from $Z \to \mu\mu$, the transfer function is fit with a four-variable polynomial “pol4”. To estimate the systematic effects, alternative polynomials “pol3” and “pol5” are used to fit the transfer function. The different polynomials yield a similar $\chi^2/dof$, as tabulated in Tab. 11.4 so “pol4” is used for the final results, and the variations from the alternative polynomials is taken into account as systematics. In the $E_T^{\text{miss}}$ above 200 GeV region where $\gamma$+jets is used to estimate $Z \to \nu\bar{\nu}$, a physics-motivated function, Eq. 10.4 is used: as the fit parameters are very close to theoretical calculations, we assume no additional systematic errors from this fit function.
Table 11.3: $Z(\rightarrow \nu \bar{\nu})+$jets yield in the signal region (SR). Final four rows show results in SR with sliding $E_{T}^{\text{miss}}$ cut. The uncertainties show statistical errors only.

<table>
<thead>
<tr>
<th>Condition</th>
<th>$Z(\rightarrow \nu \bar{\nu})$ total</th>
<th>from $Z \rightarrow \mu \mu$</th>
<th>from $\gamma$+jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>at least two $b$-btag 60% eff.</td>
<td>$520 \pm 112$</td>
<td>$453 \pm 117$</td>
<td>$67 \pm 4$</td>
</tr>
<tr>
<td>$90 \text{ GeV} \leq m_{bb} \leq 150 \text{ GeV}$</td>
<td>$199 \pm 79$</td>
<td>$176 \pm 79$</td>
<td>$23 \pm 3$</td>
</tr>
<tr>
<td>$\Delta R(j_0, j_1) &lt; 1.5$</td>
<td>$94 \pm 44$</td>
<td>$73 \pm 44$</td>
<td>$21 \pm 2$</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} \geq 150 \text{ GeV}$</td>
<td>$47.74 \pm 25.85$</td>
<td>$26.56 \pm 25.73$</td>
<td>$21.18 \pm 2.49$</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} \geq 200 \text{ GeV}$</td>
<td>$21.18 \pm 2.49$</td>
<td>$-$</td>
<td>$21.18 \pm 2.49$</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} \geq 300 \text{ GeV}$</td>
<td>$2.87 \pm 0.96$</td>
<td>$-$</td>
<td>$2.87 \pm 0.96$</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} \geq 400 \text{ GeV}$</td>
<td>$0.33 \pm 0.33$</td>
<td>$-$</td>
<td>$0.33 \pm 0.33$</td>
</tr>
</tbody>
</table>

Table 11.4: $\chi^2$ variations from different transfer functions used to fit $Z \rightarrow \nu \bar{\nu}$ from $Z \rightarrow \mu \mu$. “pol4” is used for the final results.

<table>
<thead>
<tr>
<th>fit function</th>
<th>$\chi^2$/dof</th>
<th>dof</th>
<th>$\chi^2$</th>
<th>$\delta \chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>pol3</td>
<td>1.52</td>
<td>173</td>
<td>263.7</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>pol4</strong></td>
<td>1.51</td>
<td>174</td>
<td>263.3</td>
<td>$-$</td>
</tr>
<tr>
<td>pol5</td>
<td>1.49</td>
<td>175</td>
<td>261.6</td>
<td>-1.7</td>
</tr>
</tbody>
</table>

To estimate the systematic effect of different selection stages, transfer functions are derived at such stages before or after cuts on jet $p_T$ and multiplicity are applied (Fig. 10.15 for estimation from $Z \rightarrow \mu \mu$, Fig. 10.23 for estimation from $\gamma$+jets): the transfer function from the stage after the cut on leading jet $p_T$ is used for final results, and variations from functions derived from other selection stages are taken into account as systematics. For the fit range, the minimum and maximum $E_{T}^{\text{miss}}$ of the fit are varied independently of each other: no change in fit parameter was observed by this variation, so we deduce that there is no additional systematics associated with fit range. Finally, the statistical error from the fit is accounted for by varying each of the fit parameters by one standard deviation in either direction, giving 10 new curves in the $Z \rightarrow \mu \mu$ method part, and 4 new curves in the $\gamma$+jets method part. The error matrix shows that the parameters are almost fully corre-
lated, so the envelope of the variation from each of the new curves is taken into account as systematics.

For each of the aforementioned variations, the resulting transfer function is applied in the reweighting process instead of the original function, and the difference in $Z \rightarrow \nu \bar{\nu}$ estimation after the $2 \rightarrow b$-tagged jets requirement is taken as systematic uncertainty.

While the fit functions describe the shape ratios of $Z \rightarrow \nu \bar{\nu}$ $E_T^{\text{miss}}$ distributions and that of $Z \rightarrow \mu \mu$ or $\gamma$+jets sufficiently well, we take the small fluctuations in the shape of the ratio and that of the function as an additional systematic called “fit shape". As the transfer functions are calculated from MC samples alone, for $E_T^{\text{miss}}$ between 150 GeV and 200 GeV where $Z \rightarrow \nu \bar{\nu}$ is estimated from $Z \rightarrow \mu \mu$, the integrated event count of $Z \rightarrow \nu \bar{\nu}$ MC in said $E_T^{\text{miss}}$ range is compared with that of $Z \rightarrow \mu \mu$ MC reweighted by the transfer function, and the deviation (1%) is taken into account as the systematic “fit shape"; similarly for $E_T^{\text{miss}}$ above 200 GeV where $Z \rightarrow \nu \bar{\nu}$ is estimated from $\gamma$+jets, we compare the integrated event count of $Z \rightarrow \nu \bar{\nu}$ MC, and that of $\gamma$+jets MC reweighted by the transfer function, in three regions, $E_T^{\text{miss}}$ above 200 GeV, 300 GeV, and 400 GeV respectively, and take the envelope of the deviation (2.5%) as the additional systematic.

As $\gamma$+jets MC is used for the derivation of the transfer function in $E_T^{\text{miss}}$ above 200 GeV region, there is an additional source of systematics uncertainty in the transfer function from photon ID/reconstruction efficiency, isolation, energy scale and resolution. The uncertainty on photon ID/reconstruction efficiency is calculated by varying the “fudge factors" (correction factors computed by comparing all shower shapes observed in data and MC samples) up and down, recalculating the transfer function and comparing the difference in final $Z \rightarrow \nu \bar{\nu}$ yield after reweighting, which gives 0.5%. Similarly, the photon energy scale and resolution uncertainties are calculated to be around 0.1% or below. For the photon isolation uncertainty, we take an overall conservative estimate of 4%, following the studies of the 8 TeV “Monophoton" search (Ref. [152]) which uses the the same tight photon isolation requirements as this analysis. The overall photon-related systematic uncertainty is hence 4.0% by combining the aforementioned sources in quadrature.

The uncertainties associated with each of the sources are tabulated in Tab. [11.5]. Uncertainties from the six sources are added in quadrature for the total uncertainty in transfer function alone, listed in the final column.

In addition to the fitting of the transfer function itself, as the transfer function is derived
Table 11.5: Summary of systematic uncertainties in per cent from fitting of transfer function in $Z \to \nu \bar{\nu}$ data driven estimation.

from $Z \to \nu \bar{\nu}$ MC sample divided by either $Z \to \mu \mu$ MC sample or $\gamma + \text{jets}$ MC sample, detector systematics in Sec: 11.1 are propagated to each of the MC samples to calculate the respective transfer functions associated with each variation. As the effects of the systematics tend to cancel out in the dividing process, the change in the transfer function itself due to detector systematics is small. In $E_{\text{miss}}^{\text{miss}}$ above 200 GeV region, reweighting is performed on $\gamma + \text{jets}$ data alone, so no additional systematic uncertainties is introduced in the reweighting process. In $E_{\text{miss}}^{\text{miss}}$ below 200 GeV region, reweighting is performed on $2\mu$ data, with other backgrounds (top, W+jets, diboson) subtracted from MC. In this case, the detector systematic variations is applied to the MC samples used in subtraction as well, which means for each of the detector systematics, the uncertainty in $Z \to \nu \bar{\nu}$ is anti-correlated from the rest of the background processes.

The final variation in $Z \to \nu \bar{\nu}$ estimation associated with each detector systematics is considered experimental uncertainty and tabulated for the individual variations in the next section in Tables. [11.7 to 11.10] The uncertainty from the transfer function fitting itself as tabulated in Tab. [11.5] is considered theoretical uncertainty in Tables. [11.7 to 11.10] Finally, we take the effect of the 0.9 scale factor derived from the $Z \to \nu \bar{\nu}$ control regions (Tab. 10.10), yielding a 10% cross-section uncertainty for the $Z \to \nu \bar{\nu}$ estimation.
11.4 Systematic Uncertainties in Signal Region

All systematic uncertainties per process and their source are listed in Tab. 11.7 for $E_T^{\text{miss}}$ above 150 GeV, Tab. 11.8 for $E_T^{\text{miss}}$ above 200 GeV, Tab. 11.9 for $E_T^{\text{miss}}$ above 300 GeV, and Tab. 11.10 for $E_T^{\text{miss}}$ above 400 GeV. In Tab. 11.7, the systematics for $Z \to \nu \bar{\nu}$ process is split into two columns for estimation from $Z \to \mu \mu$ and $\gamma + $jets respectively, and in Tables. 11.8 to 11.10, $Z \to \nu \bar{\nu}$ systematics consist of only one column when it is estimated from $\gamma + $jets only, as explained in the previous section. The systematics for the rest of the background processes should not be affected by the $E_T^{\text{miss}}$ requirement, hence for higher statistics and a more accurate calculation, they are obtained at $E_T^{\text{miss}}$ above 100 GeV, and the same numbers are applied in all four tables. The final column in each table shows the systematics for all background processes combined, with each background process’s fractional contribution applied as weight in the calculation.

We can see here that the main detector systematics are $b$-tagging (up/down), JES (up/down), and JER. For $b$-tagging systematics, the diboson, $V + $jets and top quark processes are treated as fully correlated, and the $Z \to \nu \bar{\nu}$ process is treated as anti-correlated. This leads to a significant reduction in $b$-tagging systematics, especially in Tab. 11.7 which is reasonable and expected, as in $E_T^{\text{miss}}$ above 100 GeV region, $Z \to \nu \bar{\nu}$ contributes about half of the background events: its detector systematics, as explained from the previous section, mainly comes when $Z \to \nu \bar{\nu}$ is estimated from $Z \to \mu \mu$ and other MC backgrounds are subtracted from $2\mu$ data in the reweighting process, leading to the anti-correlation and canceling out of the systematic variations. The detector systematics associated with $Z \to \nu \bar{\nu}$ estimated from $\gamma + $jets is minimal as the reweighting is on $\gamma + $jets data only. For JES (up/down) and JER, considering that the numerous variables used in the calculation would differ significantly for each background process, these uncertainties are treated as uncorrelated in calculating the combined total. The rest of the detector systematics yield minimal fluctuations, and are treated as uncorrelated among the different background processes.

The cross-section uncertainties are treated as uncorrelated among the background processes. PDF & $\alpha_s$ uncertainties, as well as the uncertainty from the fit of the transfer function alone in $Z \to \nu \bar{\nu}$ estimation (Tab. 11.5), are considered as theoretical uncertainties and treated as uncorrelated. The “theoretical uncertainties” are listed in separate (bottom two) rows in Tables. 11.7 to 11.10 as there is no additional PDF & $\alpha_s$ uncertainty.
from $Z \rightarrow \nu\bar{\nu}$ data-driven estimation, the uncertainty on transfer function itself is added in quadrature with the rest of the PDF & $\alpha_s$ uncertainties for the final number as the theoretical uncertainty for the combined background, listed in the rightmost column of the tables on the bottom above the two rows for $\sqrt{\sum \sigma_i^2}$.

For the final combined background uncertainties from each systematics source, uncorrelated uncertainties from each background process are added in quadrature with the relative weight of each process, and (anti-)correlated uncertainties are added in sum with the relative weight of each process applied. Overall, the systematic uncertainty on the estimated background is calculated to be between 10% and 16%, depending on the final $E_T^{miss}$ requirement in the signal region.

The uncertainty for the DM+H($b\bar{b}$) signal listed here is derived from the $M_{Z'} = 1000$ GeV, $M_{A^0} = 300$ GeV, and $M_{DM} = 100$ GeV sample. Variations on each systematic uncertainty across different signal samples are found to be very small and generally below 1%.

In the limit setting, the detector systematics are fully correlated between signal and background; the theoretical uncertainties (PDF & $\alpha_s$, fit of the transfer function), as well as cross section uncertainties, are uncorrelated between signal and background. Table 11.6 lists the main sources of systematic uncertainty, and their values for both signals and backgrounds. The values given for the backgrounds are the uncertainties on the total background with the relative weights and correlations of individual background processes taken into account.
Table 11.6: Summary of systematic uncertainty in percent for all backgrounds combined and signal samples in the resolved and boosted channels. The first column lists the main sources of systematic uncertainty, where the acronym JES refers to the jet energy scale, JER the jet energy resolution, and JVF the jet vertex fraction. The uncertainty figures listed for “b-tagging” combine the uncertainty from both b-tagging efficiency and mistag rates. The uncertainty ranges in “Total Background” reflect the shift in value with increasing $E_T^{\text{miss}}$ threshold in the final signal region. The uncertainties for “$Z(\nu \bar{\nu})$ transfer function” take into account the fractional weight of the $Z(\nu \bar{\nu})$ process in total background, which differs per analysis channel and $E_T^{\text{miss}}$ threshold. Most of the systematic uncertainties on the signal models vary little across the parameter space in this analysis, with the exception of signal PDF and $\alpha_s$, and pileup uncertainty; hence the ranges of values are shown.
<table>
<thead>
<tr>
<th>$E_{\text{miss}}^T &gt; 150 \text{ GeV}$</th>
<th>DM+H($bb$)</th>
<th>Diboson</th>
<th>$V + \text{jets}$</th>
<th>Top</th>
<th>$Z \rightarrow \nu \bar{\nu}$ ($\mu \mu$)</th>
<th>$Z \rightarrow \nu \bar{\nu}$ ($\gamma$)</th>
<th>Tot. Bkgd.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH down</td>
<td>-0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>BCH up</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>$b$-tagging down</td>
<td>-13.4</td>
<td>-11.6</td>
<td>-11.7</td>
<td>-13.1</td>
<td>12.8</td>
<td>0.6</td>
<td>-5.3</td>
</tr>
<tr>
<td>$b$-tagging up</td>
<td>14.3</td>
<td>12.3</td>
<td>12.6</td>
<td>14</td>
<td>-12.5</td>
<td>0.4</td>
<td>5.9</td>
</tr>
<tr>
<td>$c$-tagging down</td>
<td>0.0</td>
<td>-1.1</td>
<td>-2.7</td>
<td>-3.4</td>
<td>3.4</td>
<td>0.0</td>
<td>-1.3</td>
</tr>
<tr>
<td>$c$-tagging up</td>
<td>0.0</td>
<td>1.2</td>
<td>2.6</td>
<td>3.6</td>
<td>3.6</td>
<td>0.0</td>
<td>1.4</td>
</tr>
<tr>
<td>light flavor tag. down</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.6</td>
<td>-0.3</td>
<td>1.6</td>
<td>0.0</td>
<td>-0.4</td>
</tr>
<tr>
<td>light flavor tag. up</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>0.6</td>
<td>1.3</td>
<td>0.0</td>
<td>0.35</td>
</tr>
<tr>
<td>JES down</td>
<td>2.2</td>
<td>-1.8</td>
<td>-3.4</td>
<td>7.7</td>
<td>5.1</td>
<td>1.0</td>
<td>2.7</td>
</tr>
<tr>
<td>JES up</td>
<td>-2.5</td>
<td>-4.7</td>
<td>-5.8</td>
<td>-7.7</td>
<td>-5.1</td>
<td>-0.6</td>
<td>-2.9</td>
</tr>
<tr>
<td>JER</td>
<td>-0.6</td>
<td>-6.8</td>
<td>-9.4</td>
<td>-15.4</td>
<td>6.6</td>
<td>-0.2</td>
<td>-5.4</td>
</tr>
<tr>
<td>JVF down</td>
<td>-0.5</td>
<td>-0.9</td>
<td>-0.8</td>
<td>-2.6</td>
<td>2.6</td>
<td>0.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>JVF up</td>
<td>0.8</td>
<td>0.2</td>
<td>-0.2</td>
<td>2.1</td>
<td>2.1</td>
<td>0.0</td>
<td>0.8</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy res</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.4</td>
<td>0.0</td>
<td>-0.36</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale down</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale up</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.04</td>
</tr>
<tr>
<td>Pile-Up-Rw down</td>
<td>0.2</td>
<td>-0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>-0.1</td>
</tr>
<tr>
<td>Pile-Up-Rw up</td>
<td>-0.4</td>
<td>0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.14</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>10.0</td>
<td>20.0</td>
<td>20.0</td>
<td>7.0</td>
<td>10.0</td>
<td>10.0</td>
<td>6.0</td>
</tr>
<tr>
<td>PDF &amp; $\alpha_s$</td>
<td>Tab. 11.1</td>
<td>5.9</td>
<td>5.0</td>
<td>6.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td>TF ($Z \rightarrow \nu \bar{\nu}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.1</td>
</tr>
<tr>
<td>exp. $\sqrt{\sum \sigma^2_i}$ up</td>
<td>14.5</td>
<td>13.2</td>
<td>14.2</td>
<td>16.5</td>
<td>16</td>
<td>0.7</td>
<td>6.7</td>
</tr>
<tr>
<td>exp. $\sqrt{\sum \sigma^2_i}$ down</td>
<td>-13.6</td>
<td>-13.6</td>
<td>-15.7</td>
<td>-22.1</td>
<td>-14.2</td>
<td>-1.2</td>
<td>-8.3</td>
</tr>
<tr>
<td>Theo. uncert.</td>
<td>20.0</td>
<td>20.6</td>
<td>9.2</td>
<td>12.2</td>
<td>12.2</td>
<td>6.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 11.7: Summary of systematic uncertainties in per cent for all backgrounds and signal sample in the signal region with $E_{\text{miss}}^T > 150$ GeV. As $ZH(bb)$ events with $E_{\text{miss}}^T$ below 200 GeV are included in the $Z \rightarrow \nu \bar{\nu}$ estimation reweighted from $Z \rightarrow \mu \mu$ events, and the rest of the $VH(bb)$ events contribute about 3% of the total background here, its effect on total combined background is negligible and hence omitted from this Tab.
<table>
<thead>
<tr>
<th>$E_{\text{miss}}^T$ $&gt;$ 200 GeV</th>
<th>DM+H( bb)</th>
<th>Diboson</th>
<th>V+jets</th>
<th>Top</th>
<th>$Z \rightarrow \nu \bar{\nu}$</th>
<th>VH( bb)</th>
<th>Total Bkgd.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH down</td>
<td>-0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>-0.5</td>
<td>0</td>
<td>0</td>
<td>-0.15</td>
</tr>
<tr>
<td>BCH up</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
<td>0</td>
<td>-0.5</td>
<td>0.16</td>
</tr>
<tr>
<td>b-tagging down</td>
<td>-13.4</td>
<td>-11.6</td>
<td>-11.7</td>
<td>-13.1</td>
<td>-0.6</td>
<td>-12.3</td>
<td>-9.0</td>
</tr>
<tr>
<td>b-tagging up</td>
<td>14.3</td>
<td>12.3</td>
<td>12.6</td>
<td>14</td>
<td>0.4</td>
<td>12.5</td>
<td>8.6</td>
</tr>
<tr>
<td>c-tagging down</td>
<td>0.0</td>
<td>-1.1</td>
<td>-2.7</td>
<td>-3.4</td>
<td>0.0</td>
<td>0.1</td>
<td>-1.1</td>
</tr>
<tr>
<td>c-tagging up</td>
<td>0.0</td>
<td>1.2</td>
<td>2.6</td>
<td>3.6</td>
<td>0.0</td>
<td>-0.3</td>
<td>1.1</td>
</tr>
<tr>
<td>light flavor tag. down</td>
<td>0.0</td>
<td>0.0</td>
<td>1.6</td>
<td>-0.3</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.18</td>
</tr>
<tr>
<td>light flavor tag. up</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>0.6</td>
<td>0.0</td>
<td>0.1</td>
<td>0.21</td>
</tr>
<tr>
<td>JES down</td>
<td>2.2</td>
<td>-1.8</td>
<td>-3.4</td>
<td>7.7</td>
<td>1</td>
<td>-2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>JES up</td>
<td>-2.5</td>
<td>-4.7</td>
<td>-5.8</td>
<td>-7.7</td>
<td>-0.6</td>
<td>2.0</td>
<td>-2.5</td>
</tr>
<tr>
<td>JER</td>
<td>-0.6</td>
<td>-6.8</td>
<td>-9.4</td>
<td>-15.4</td>
<td>-0.2</td>
<td>-2.7</td>
<td>-4.7</td>
</tr>
<tr>
<td>JVF down</td>
<td>-0.5</td>
<td>-0.9</td>
<td>-0.8</td>
<td>-2.6</td>
<td>0.0</td>
<td>-0.5</td>
<td>-0.7</td>
</tr>
<tr>
<td>JVF up</td>
<td>0.8</td>
<td>0.2</td>
<td>0.2</td>
<td>2.1</td>
<td>0.0</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy res</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.1</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale down</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.02</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale up</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>-0.2</td>
<td>0.04</td>
</tr>
<tr>
<td>Pile-Up-Rw down</td>
<td>0.2</td>
<td>-0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.07</td>
</tr>
<tr>
<td>Pile-Up-Rw up</td>
<td>-0.4</td>
<td>0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 11.8: Summary of systematic uncertainties in per cent for all backgrounds and signal sample in the signal region with $E_{\text{miss}}^T$ $>$ 200 GeV.
Table 11.9: Summary of systematic uncertainties in per cent for all backgrounds and signal sample in the signal region with $E_{T}^{miss} > 300$ GeV.

<table>
<thead>
<tr>
<th>$E_{T}^{miss}$ $&gt;$ 300 GeV</th>
<th>DM+$H(b\bar{b})$</th>
<th>Dibosons</th>
<th>$V+jets$</th>
<th>Top</th>
<th>$Z\rightarrow\nu\bar{\nu}$</th>
<th>$VH(b\bar{b})$</th>
<th>Total Bkgd.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH down</td>
<td>-0.5</td>
<td>-0.3</td>
<td>0.0</td>
<td>-0.5</td>
<td>0</td>
<td>0</td>
<td>-0.1</td>
</tr>
<tr>
<td>BCH up</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
<td>0</td>
<td>-0.5</td>
<td>0.15</td>
</tr>
<tr>
<td>b-tagging down</td>
<td>-13.4</td>
<td>-11.6</td>
<td>-11.7</td>
<td>-13.1</td>
<td>-0.6</td>
<td>-12.3</td>
<td>-8.4</td>
</tr>
<tr>
<td>b-tagging up</td>
<td>14.3</td>
<td>12.3</td>
<td>12.6</td>
<td>14</td>
<td>0.4</td>
<td>12.5</td>
<td>9</td>
</tr>
<tr>
<td>c-tagging down</td>
<td>0.0</td>
<td>-1.1</td>
<td>2.7</td>
<td>-3.4</td>
<td>0.0</td>
<td>0.1</td>
<td>-0.76</td>
</tr>
<tr>
<td>c-tagging up</td>
<td>0.0</td>
<td>1.2</td>
<td>2.6</td>
<td>3.6</td>
<td>0.0</td>
<td>-0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>light flavor tag. down</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.6</td>
<td>-0.3</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>light flavor tag. up</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>0.6</td>
<td>0.0</td>
<td>-0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>JES down</td>
<td>2.2</td>
<td>-1.8</td>
<td>-3.4</td>
<td>7.7</td>
<td>1</td>
<td>-2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>JES up</td>
<td>-2.5</td>
<td>-4.7</td>
<td>-5.8</td>
<td>-7.7</td>
<td>-0.6</td>
<td>2.0</td>
<td>-2.1</td>
</tr>
<tr>
<td>JER</td>
<td>-0.6</td>
<td>-6.8</td>
<td>-9.4</td>
<td>-15.4</td>
<td>-0.2</td>
<td>-2.7</td>
<td>-3.5</td>
</tr>
<tr>
<td>JVF down</td>
<td>-0.5</td>
<td>-0.9</td>
<td>-0.8</td>
<td>-2.6</td>
<td>0.0</td>
<td>-0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>JVF up</td>
<td>0.8</td>
<td>0.2</td>
<td>-0.2</td>
<td>2.1</td>
<td>0.0</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$E_{T}^{miss}$ energy res</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.7</td>
</tr>
<tr>
<td>$E_{T}^{miss}$ energy scale down</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.02</td>
</tr>
<tr>
<td>$E_{T}^{miss}$ energy scale up</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.03</td>
</tr>
<tr>
<td>Pile-Up-Rw down</td>
<td>0.2</td>
<td>-0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.11</td>
</tr>
<tr>
<td>Pile-Up-Rw up</td>
<td>-0.4</td>
<td>0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.6</td>
<td>0.17</td>
</tr>
<tr>
<td>unc.</td>
<td>10.0</td>
<td>26.0</td>
<td>30.0</td>
<td>7.0</td>
<td>10.0</td>
<td>3.1</td>
<td>8.8</td>
</tr>
<tr>
<td>PDF &amp; $\alpha_s$</td>
<td>Tab. 11.1</td>
<td>5.9</td>
<td>5.0</td>
<td>6.0</td>
<td>0.0</td>
<td>2.5</td>
<td>2.7</td>
</tr>
<tr>
<td>TF ($Z\rightarrow\nu\bar{\nu}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>exp. $\sum\sigma_i^2$ up</td>
<td>14.5</td>
<td>13.2</td>
<td>14.2</td>
<td>16.5</td>
<td>0.7</td>
<td>12.7</td>
<td>9.2</td>
</tr>
<tr>
<td>exp. $\sum\sigma_i^2$ down</td>
<td>-13.6</td>
<td>-13.6</td>
<td>-15.7</td>
<td>-22.1</td>
<td>-1.2</td>
<td>-12.8</td>
<td>-9.4</td>
</tr>
<tr>
<td>theor. uncert.</td>
<td>26.7</td>
<td>30.6</td>
<td>9.2</td>
<td>12.2</td>
<td>4.0</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>$E_{\text{miss}}^T$ &gt; 400 GeV</td>
<td>D$	o$H(bb)</td>
<td>Diboson</td>
<td>V+jets</td>
<td>Top</td>
<td>$Z \to \nu\bar{\nu}$</td>
<td>VH(bb)</td>
<td>Total Bkgd.</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------------</td>
<td>---------</td>
<td>--------</td>
<td>-----</td>
<td>----------------</td>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>BCH down</td>
<td>-0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>-0.5</td>
<td>0</td>
<td>0</td>
<td>0.411</td>
</tr>
<tr>
<td>BCH up</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
<td>0</td>
<td>-0.5</td>
<td>0.33</td>
</tr>
<tr>
<td>btagging down</td>
<td>-13.4</td>
<td>-11.6</td>
<td>-11.7</td>
<td>-13.1</td>
<td>-0.6</td>
<td>-12.3</td>
<td>-0.8</td>
</tr>
<tr>
<td>btagging up</td>
<td>14.3</td>
<td>12.3</td>
<td>12.6</td>
<td>14</td>
<td>0.4</td>
<td>12.5</td>
<td>10.2</td>
</tr>
<tr>
<td>ctagging down</td>
<td>0.0</td>
<td>-1.1</td>
<td>2.7</td>
<td>-3.4</td>
<td>0.0</td>
<td>0.1</td>
<td>-0.8</td>
</tr>
<tr>
<td>ctagging up</td>
<td>0.0</td>
<td>1.2</td>
<td>2.6</td>
<td>3.6</td>
<td>0.0</td>
<td>-0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>light flavor tag. down</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.6</td>
<td>-0.3</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.25</td>
</tr>
<tr>
<td>light flavor tag. up</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>0.6</td>
<td>0.0</td>
<td>-0.3</td>
<td>0.23</td>
</tr>
<tr>
<td>JES down</td>
<td>2.2</td>
<td>-1.8</td>
<td>-3.4</td>
<td>7.7</td>
<td>1</td>
<td>-2.0</td>
<td>1.4</td>
</tr>
<tr>
<td>JES up</td>
<td>-2.5</td>
<td>-4.7</td>
<td>-5.8</td>
<td>-7.7</td>
<td>-0.6</td>
<td>2.0</td>
<td>-2.2</td>
</tr>
<tr>
<td>JER</td>
<td>0.6</td>
<td>-6.8</td>
<td>-9.4</td>
<td>-15.4</td>
<td>-0.2</td>
<td>-2.7</td>
<td>-3.7</td>
</tr>
<tr>
<td>JVF down</td>
<td>-0.5</td>
<td>-0.9</td>
<td>-0.8</td>
<td>-2.6</td>
<td>0.0</td>
<td>-0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>JVF up</td>
<td>0.8</td>
<td>0.2</td>
<td>-0.2</td>
<td>2.1</td>
<td>0.0</td>
<td>0.4</td>
<td>0.35</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy res</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.09</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale down</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.03</td>
</tr>
<tr>
<td>$E_{\text{miss}}$ energy scale up</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>-0.2</td>
<td>0.04</td>
</tr>
<tr>
<td>Pile-Up-Rw down</td>
<td>0.2</td>
<td>-0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.12</td>
</tr>
<tr>
<td>Pile-Up-Rw up</td>
<td>0.4</td>
<td>0.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.6</td>
<td>0.17</td>
</tr>
<tr>
<td>PDF &amp; $\alpha_s$</td>
<td>10.0</td>
<td>30.0</td>
<td>30.0</td>
<td>7.0</td>
<td>10.0</td>
<td>3.1</td>
<td>11.3</td>
</tr>
<tr>
<td>TF ($Z \to \nu\bar{\nu}$)</td>
<td>Tab. 11.1</td>
<td>5.0</td>
<td>5.0</td>
<td>6.0</td>
<td>0.0</td>
<td>2.5</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 11.10: Summary of systematic uncertainties in per cent for all backgrounds and signal sample in the signal region with $E_{\text{miss}}^T$ > 400 GeV.
Chapter 12

Dark Matter + Higgs (→ \( b\bar{b} \)): Results

This chapter presents the results of this search and the statistical interpretations. For a description of the \( Z' - 2HDM \) signal model that is used to benchmark this search, see Chapter 7. The signal region selections are defined in Chapter 9. The various background processes are described in Chapter 10.

This chapter is organized as follows: Section 12.1 presents the numbers of observed data and background in the signal region, and the statistical and systematic uncertainties associated with them; Section 12.1 lists the final \( E_T^{\text{miss}} \) requirement optimized for each signal sample in the parameter space probed and the sensitivity estimation, and shows the kinematic distributions in the signal region; the statistical method used to interpret the results is given in Section 12.2; the constraints set for the \( Z' - 2HDM \) model are given in Section 12.3; and the model-independent upper limit on the visible cross-section for the \( DM + h(\rightarrow \bar{b}b) \) final state is shown in Section 12.4.

12.1 Dark Matter + Higgs (→ \( b\bar{b} \)) Signal Region

As good agreement between data and estimation is reached in the different control region and validation regions described in Chapter 10, the background processes are applied in the signal region as defined in Chapter 9. The systematic uncertainty obtained in Chapter 11 is applied as well. The total expected background and signal events, and their respective uncertainties, are used for final optimization of the sliding \( E_T^{\text{miss}} \) requirement for individual signals, and compared with data for statistical interpretation of the results.

Event Yield

The observed data, total expected background and individual background for all selection stages in the signal region are given in Tab. 12.1.

In addition to the background processes discussed in the previous sections, the standard model higgs production in association with a vector boson is also included in the signal region as part of the background estimation. As seen in the cutflow table (Tab. 12.1), \( Vh(\rightarrow \bar{b}b) \) production is a minor background in general, but its contribution becomes non-negligible in
the final signal region, especially for $E_{T}^{\text{miss}}$ greater than 200 GeV. Considering our signal region selections, this comes essentially from $Z(\to \nu\nu) + h(\to b\bar{b})$ and $W(\to \ell\nu) + h(\to b\bar{b})$ processes. Since for $E_{T}^{\text{miss}}$ below 200 GeV, the $Z \to \nu\bar{\nu}$ background is estimated from $2\mu$ data (with top, $W+\text{jets}$, and diboson contaminations subtracted from MC), it would have included the $Z(\to \nu\nu) + h(\to b\bar{b})$ events (reweighted from $Z(\to \mu\mu) + h(\to b\bar{b})$ events in the $2\mu$ data stream). Hence, only $Z(\to \nu\nu) + h(\to b\bar{b})$ events with $E_{T}^{\text{miss}}$ above 200 GeV, and $W(\to \ell\nu) + h(\to b\bar{b})$ in the full $E_{T}^{\text{miss}}$ range, are added to the background.

Tab. 12.2 shows the exclusive (current yield divided by previous yield) and inclusive (current yield divided by initial yield) selection efficiencies for the signal selection.

The predicted number of background events in the signal region for each value of the ascending $E_{T}^{\text{miss}}$ thresholds, along with the number of events observed in the data, including systematic and statistical error on individual and combined background processes, are listed in Tab. 12.3. For completeness we include in Tab. 12.3 both the results from the resolved channel, where the Higgs boson is reconstructed as two separate $b$-jets and is the focus of this thesis, as well as the boosted channel, where the Higgs boson is reconstructed as one large-radius jet using jet substructure techniques, as described in Chapter 6. The overlap between the resolved and boosted channels are found to be small at approximately 15% in signal regions with the same $E_{T}^{\text{miss}}$ requirement. The results from Tab. 12.3 provide a comprehensive view of the data and background yields in the $E_{T}^{\text{miss}} + h(\to b\bar{b})$ final state, and is used to obtain model-independent upper limits on beyond-the-SM events in Section 12.4.

The numbers of predicted background events and observed events are consistent within 1σ in five out of the six signal regions. A small excess of $2.2\sigma$ is observed in the $E_{T}^{\text{miss}} > 300$ GeV region in the boosted channel. A detailed comparison between the shape of the aforementioned excess and that of the signals in various kinematic distributions leads to the conclusion that the excess is not signal-like and likely due to background fluctuations. This is supported by the calculation of the look-elsewhere effect described in Sec. 12.4.

Final Selections for $DM + h(b\bar{b})$ by $m_{Z'}$ and $m_{A}$

Based on the event yield and selection efficiencies for the simulated $Z' \to Ah$ signal process, and the total expected background as detailed in the previous section, we finalize the sliding $E_{T}^{\text{miss}}$ requirement in the $(m_{Z'}, m_{A})$ parameter space to maximize signal sensitivity. The
Table 12.1: Event yield for different background processes, total expected background and data in the signal region (SR). The uncertainties show statistical errors.
Table 12.2: Exclusive (current yield divided by last yield) and inclusive (current yield divided by initial yield) efficiencies in the signal region for different background processes and total expected background.
Table 12.3: The numbers of predicted background events for each background process, the sum of all background components, and observed data in the signal region (SR) of the resolved and boosted channels for each of the sliding $E_{T}^{\text{miss}}$ requirements. Statistical and systematic uncertainties are combined. The uncertainties on the total background take into account the correlation of systematic uncertainties among different background processes. The large uncertainty on the $Z(\rightarrow \nu \bar{\nu})+\text{jets}$ process in the $E_{T}^{\text{miss}} > 150$ GeV SR of the resolved channel is due to limited statistics in the $Z(\rightarrow \mu^+ \mu^-)+\text{jets}$ data sample used for the estimation of $Z(\rightarrow \nu \bar{\nu})+\text{jets}$ with $E_{T}^{\text{miss}} < 200$ GeV.

Results are given in Tab. 12.4 with the expected signal yield for the chosen sliding $E_{T}^{\text{miss}}$ requirement at the specific $(m_{Z'}, m_A)$ in boldface. The expected signal yield values are for $\tan \beta = 1$ and scaled to the maximum allowed $g_z$ value at the respective $m_{Z'}$ as shown in Fig. 7.2 and Tab. 7.1. The projected signal sensitivity is calculated as:

$$S = \frac{N_S}{\sqrt{N_S + N_b + 0.2^2 \cdot N_b^2}} \quad (12.1)$$

$N_S$ refers to the number of expected signal events. $N_b$ refers to the total expected background yield for said final cut on $E_{T}^{\text{miss}}$. The third term in the denominator is a rough approximation of systematic errors which were conservatively estimated to be 20% of the number of background events.

The event yields at each of the $E_{T}^{\text{miss}}$ requirements from the $Z' \rightarrow Zh$ process that also
<table>
<thead>
<tr>
<th>$m_{Z'}$</th>
<th>$m_A$</th>
<th>$E_T^{miss} \geq 150$</th>
<th>$E_T^{miss} \geq 200$</th>
<th>$E_T^{miss} \geq 300$</th>
<th>$E_T^{miss} \geq 400$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>300</td>
<td><strong>10.3</strong></td>
<td>3.5</td>
<td>0.13</td>
<td>0.02</td>
<td>0.36</td>
</tr>
<tr>
<td>600</td>
<td>400</td>
<td><strong>0.3</strong></td>
<td>0.14</td>
<td>0.03</td>
<td>0.01</td>
<td>0.011</td>
</tr>
<tr>
<td>800</td>
<td>300</td>
<td>23.6</td>
<td>22.6</td>
<td><strong>10.4</strong></td>
<td>0.24</td>
<td>2.36</td>
</tr>
<tr>
<td>800</td>
<td>400</td>
<td>6.8</td>
<td><strong>6.0</strong></td>
<td>0.90</td>
<td>0.03</td>
<td>0.46</td>
</tr>
<tr>
<td>800</td>
<td>500</td>
<td>2.0</td>
<td><strong>1.24</strong></td>
<td>0.08</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>800</td>
<td>600</td>
<td>0.26</td>
<td><strong>0.15</strong></td>
<td>0.03</td>
<td>0.01</td>
<td>0.012</td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>14.3</td>
<td>14.1</td>
<td>12.5</td>
<td><strong>6.4</strong></td>
<td>2.35</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>5.8</td>
<td>5.7</td>
<td>4.8</td>
<td><strong>1.3</strong></td>
<td>0.86</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>3.3</td>
<td>3.2</td>
<td><strong>2.14</strong></td>
<td>0.19</td>
<td>0.64</td>
</tr>
<tr>
<td>1000</td>
<td>600</td>
<td>1.64</td>
<td>1.52</td>
<td><strong>0.51</strong></td>
<td>0.04</td>
<td>0.17</td>
</tr>
<tr>
<td>1000</td>
<td>700</td>
<td>0.56</td>
<td><strong>0.42</strong></td>
<td>0.09</td>
<td>0.01</td>
<td>0.033</td>
</tr>
<tr>
<td>1000</td>
<td>800</td>
<td>0.13</td>
<td><strong>0.09</strong></td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>1200</td>
<td>300</td>
<td>9.6</td>
<td>9.6</td>
<td>9.3</td>
<td><strong>7.8</strong></td>
<td>2.62</td>
</tr>
<tr>
<td>1200</td>
<td>400</td>
<td>4.5</td>
<td>4.5</td>
<td>4.2</td>
<td><strong>3.3</strong></td>
<td>1.58</td>
</tr>
<tr>
<td>1200</td>
<td>500</td>
<td>3.1</td>
<td>3.0</td>
<td>2.8</td>
<td><strong>2.0</strong></td>
<td>1.15</td>
</tr>
<tr>
<td>1200</td>
<td>600</td>
<td>2.2</td>
<td>2.1</td>
<td>1.9</td>
<td><strong>0.93</strong></td>
<td>0.63</td>
</tr>
<tr>
<td>1200</td>
<td>700</td>
<td>1.3</td>
<td>1.3</td>
<td><strong>1.0</strong></td>
<td>0.23</td>
<td>0.32</td>
</tr>
<tr>
<td>1200</td>
<td>800</td>
<td>0.7</td>
<td>0.6</td>
<td><strong>0.31</strong></td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>1400</td>
<td>300</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td><strong>2.2</strong></td>
<td>1.22</td>
</tr>
<tr>
<td>1400</td>
<td>400</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td><strong>1.1</strong></td>
<td>0.75</td>
</tr>
<tr>
<td>1400</td>
<td>500</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td><strong>0.94</strong></td>
<td>0.74</td>
</tr>
<tr>
<td>1400</td>
<td>600</td>
<td>0.94</td>
<td>0.94</td>
<td>0.90</td>
<td><strong>0.77</strong></td>
<td>0.57</td>
</tr>
<tr>
<td>1400</td>
<td>700</td>
<td>0.75</td>
<td>0.75</td>
<td>0.71</td>
<td><strong>0.54</strong></td>
<td>0.43</td>
</tr>
<tr>
<td>1400</td>
<td>800</td>
<td>0.51</td>
<td>0.50</td>
<td>0.45</td>
<td><strong>0.28</strong></td>
<td>0.24</td>
</tr>
<tr>
<td>Tot. Exp. Bkgd.</td>
<td></td>
<td>148</td>
<td>62</td>
<td>9.4</td>
<td>1.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 12.4: Expected signal and background yield with sliding $E_T^{miss}$ requirement to select $DM + h(bb)$ signal from the $Z' \rightarrow Ah$ process with varying $m_{Z'}$ and $m_A$. Boldfaced numbers reflect the $E_T^{miss}$ requirement with best sensitivity $S$ (also shown, calculated per Eq. [12.1]) for the $Z' \rightarrow Ah$ process. Masses are in GeV.
Table 12.5: Expected signal yield from \( Z' \to Zh \) process in the final signal region with sliding \( E_T^{\text{miss}} \) requirement. Masses are in GeV.

<table>
<thead>
<tr>
<th>( m_{Z'} )</th>
<th>( E_T^{\text{miss}} \geq 150 )</th>
<th>( E_T^{\text{miss}} \geq 200 )</th>
<th>( E_T^{\text{miss}} \geq 300 )</th>
<th>( E_T^{\text{miss}} \geq 400 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>13.6</td>
<td>11.9</td>
<td>0.8</td>
<td>0.02</td>
</tr>
<tr>
<td>800</td>
<td>9.2</td>
<td>9.0</td>
<td>6.8</td>
<td>0.8</td>
</tr>
<tr>
<td>1000</td>
<td>4.2</td>
<td>4.1</td>
<td>3.8</td>
<td>2.7</td>
</tr>
<tr>
<td>1200</td>
<td>2.4</td>
<td>2.4</td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td>1400</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Tot. Exp. Bkgd.</td>
<td>148</td>
<td>62</td>
<td>9.4</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Kinematic Distributions

We compare the kinematic distributions between data and expected background in the signal region through each of the selection stages. Selected variables from representative selection stages are included here to show good modeling between data and background, and that no significant excess is observed. Figure 12.1 shows the comparison of data and expected background for \( 2 \leq n_j \leq 3 \), at least two \( b \)-jet in the full range of \( E_T^{\text{miss}} \) above 100 GeV. For the above sets of plots, to preserve statistics, we choose the full \( E_T^{\text{miss}} \) range above 100 GeV, and ease the cut on \( \Delta R(p_T(j0), p_T(j1)) \) to below 2.0 instead of 1.5 as is in the final signal selection.
Figure 12.2 shows the comparison of data, expected background, and select signal samples, in the final signal region for $E_T^{\text{miss}}$ above 150 GeV. The signal distributions are not scaled to cross-section and show shape only.

As the standard model $Vh(\rightarrow b\bar{b})$ production is small compared with the rest of the background, and is partially included in the $Z \rightarrow \nu\bar{\nu}$ data-driven estimation for $E_T^{\text{miss}}$ below 200 GeV as explained earlier, it is not plotted alone: instead, for Figure 12.2, the $Z(\rightarrow \nu\nu) + h(\rightarrow b\bar{b})$ contributions (with $E_T^{\text{miss}}$ above 200 GeV) is added to the $Z \rightarrow \nu\bar{\nu}$ background, and the $W(\rightarrow \ell\nu) + h(\rightarrow b\bar{b})$ process (in the full $E_T^{\text{miss}}$ range) is included in the $W(\rightarrow \ell\nu)/Z(\rightarrow \ell\ell)+\text{jets}$ background.
Figure 12.1: Kinematic distributions of expected background and data in the signal region with $2 \leq n_j \leq 3$, at least two $b$-jets in the full range of $E_T^{\text{miss}}$ above 100GeV.
Figure 12.2: Kinematic distributions of expected background and select signal samples in final signal region with $E_{\text{T}}^{\text{miss}}$ above 150 GeV. The $E_{\text{T}}^{\text{miss}}$ distributions for a few signal processes are overlayed in dashed lines for shape comparison. The small contribution from $Zh$ ($Wh$) process is included in the $Z(\to \nu \bar{\nu})$+jets ($W(\to \ell \nu)/Z(\to \ell \ell)$+jets) distribution.
12.2 Statistical Interpretation

The data sample obtained after full selection is compared to the expected sample from background processes (both data-driven and MC) and the statistical significance of a potential excess or the limit on signal production is estimated. We use the program Histfitter 00-00-47 to estimate an upper limit on the maximal signal strength $\mu_{\text{sig}}$ of our signal samples. The Histfitter package uses a technique called profile maximization (profiling) which refers to the practice of determining the "best fit" of the predicted model to data by maximizing the likelihood over the possible values of nuisance parameters.

Given a set of predictions, observations, and systematic uncertainties, one can define a model which represents the best fit to the data observation within the constraints of the systematic uncertainties. A reliable method of performing this fit is achieved by maximizing the likelihood function. The inputs to the function are the best estimates for each background source and nuisance parameter. The general likelihood $L$ of the analyses considered here is the product of Poisson distributions of event counts in the SR and of additional distributions that implement the constraints on systematic uncertainties. It can be written as:

$$L(n, \theta^0 | \mu_{\text{sig}}, b, \theta) = P(n_S | \lambda_S(\mu_{\text{sig}}, b, \theta)) \times C_{\text{syst}}(\theta^0, \theta). \quad (12.2)$$

The first factor of Eq. 12.2 reflects the Poisson measurements of $n_S$, the number of observed events in the signal region. The Poisson expectation $\lambda_S$ depends on the predictions $b$ for various background sources, the nuisance parameters that parametrize systematic uncertainties, and also the signal strength parameter $\mu_{\text{sig}}$. For $\mu_{\text{sig}} = 0$ the signal component is turned off for a "background-only" likelihood, and for $\mu_{\text{sig}} = 1$ the signal expectation equals the nominal value of the model under consideration. $C_{\text{syst}}(\theta^0, \theta)$ is the probability density function that implement the constraints on systematic uncertainties, where $\theta$ represents the systematic uncertainties, and $\theta^0$ the central value around which $\theta$ may be varied.

By LHC default, Histfitter employs a Frequentist method to perform hypothesis tests and uses the profile likelihood ratio $q_{\mu_{\text{sig}}}$ as test statistic (Ref. [153]), defined as

$$q_{\mu} = -2 \log(L(\mu, \hat{\theta})/L(\hat{\mu}, \hat{\theta})) \quad (12.3)$$

1. In statistics, a nuisance parameter is any parameter which is not of immediate interest but which must be accounted for in the analysis of those parameters which are of interest.
where the denominator is the "likelihood of best fit", and the numerator is the "likelihood assuming $\mu$ signal strength".

This approach ensures that uncertainties and their correlations are propagated to the outcome with their proper weights.

In case of discovery, the "Null" hypothesis $q_0$ describes the background only, while the alternative "Test" hypothesis describes signal plus background. In the classical approach, one first requires that the $p$-value of $q_0$ is found below the given threshold (in HEP one requires $p \leq 2.87 \times 10^{-7}$). If this condition is satisfied, one looks for an alternative hypothesis which can explain the data well. Considering there are four sliding $E_T^{\text{miss}}$ windows for the signal region, the "look elsewhere" approach will be adopted in calculating the $p$-value.

### 12.3 Constraints on $Z'$-2HDM Model

In this analysis, we adopt a simple "cut and count" method, where the limit setting does not depend on the shape of distributions. The limits in this analysis are derived using the the $CL_s$ method with a log-likelihood ratio (LLR) test statistic. For the systematics uncertainties listed in Tables 11.7 to 11.10, the experimental uncertainties on the signal and background were considered fully correlated, while the PDF and cross-section uncertainties, i.e. the theoretical uncertainties, are treated as uncorrelated. For each signal sample, in addition to the aforementioned systematic uncertainties, the number of observed events, expected background, and the signal, as well as statistical uncertainties on the last two, are used as input for the calculation. To set the upper limit, a set of exclusion hypothesis tests are performed using the asymptotic calculator and one-sided profile likelihood test statistics, varying the signal strength and interpolating for the signal strength where 95% exclusion is achieved. An example of the upper limit plot is shown in Fig. 12.3.

While the mono-Higgs signal associated with dark matter production comes from the $Z' \rightarrow hA$, $h \rightarrow bb$, $A \rightarrow \chi\chi$ process, as was mentioned in Sec. 7.1 the $Z' - 2HDM$ model used for this analysis enjoys an additional source of Higgs plus $E_T^{\text{miss}}$ from the decay of $Z' \rightarrow hZ$, where $Z$ boson decays to a pair of neutrinos i.e. invisibly. The two processes, as shown in Fig. 7.3, have very similar kinematics with a slightly harder $E_T^{\text{miss}}$ spectrum for $Z' \rightarrow Zh$ due to the smaller $Z$ mass compared to $m_A$ ($\geq 300$ GeV).

Considering the considerable contribution from $Z' \rightarrow Zh$ to the $h(\rightarrow bb) + E_T^{\text{miss}}$ final
Figure 12.3: Upper limit for $Z' \rightarrow Ah$ signal with $m_{Z'} = 1000$ GeV, $m_A = 300$ GeV.

state, we reoptimize the selection taking into account the combined signal yield from both processes, and calculate the limits in both the $m_{Z'}-m_A$ plane and $m_{Z'}-\tan \beta$ plane described earlier. Depending on the specific parameter space, either $Z' \rightarrow Ah$ or $Z' \rightarrow Zh$ may constitute the majority contribution to the final $E_T^{\text{miss}} + h(\rightarrow b\bar{b})$ signal. For both cases, the $Z'$ gauge coupling is set to its 95% CL upper limit from precision electroweak constraints and searches for dijet resonances for the corresponding $Z'$ mass and $\tan \beta$ value. The $Z'$ boson does not couple to leptons in this model, avoiding potentially stringent constraints from dilepton searches. Taking the alignment limit of $\alpha = \beta - \pi/2$ evades the constraints in $\tan \beta$ for a Type 2 two-Higgs-doublet model using fits to the observed Higgs boson couplings from the LHC [154].

It is worth noting that for this analysis, the limit calculation is conservative, as the signal cross-sections are calculated at tree-level with $K$-factor set to 1. Adding QCD corrections to the signals, including ISR corrections, could increase the signal cross-section, hence placing a stronger limit on the signals.

$m_{Z'}-m_A$ Plane For the $m_{Z'}-m_A$ plane, Tab. [12.6] shows the modified $E_T^{\text{miss}}$ selection optimized for $Z' \rightarrow Ah$ and $Z' \rightarrow hZ$ combined signal, the total and individual signal contributions from either process, and the observed and computed upper limits on signal strength. The exclusion region in the $m_{Z'}-m_A$ plane is shown in Figure [12.4], where $m_A \geq 300$ GeV in accordance with $b \rightarrow s\gamma$ constraints [76].
For $\tan \beta = 1$, where theoretical projections indicate sensitivity in a search for $Z'$-2HDM signal production in the $b\bar{b}$ channel at $\sqrt{s} = 8$ TeV [13], $m_{Z'} = 700-1300$ GeV is excluded for $m_A$ up to 350 GeV, with further exclusion of larger $m_A$ for $m_{Z'}$ around 1200 GeV. In general, better sensitivity is reached at larger $m_{Z'}$ and lower $m_A$, partly because it yields a harder $E_T^{\text{miss}}$ spectrum, allowing us to adopt a higher $E_T^{\text{miss}}$ requirement for better background suppression; there is also a larger $Z'$ gauge coupling allowed at higher $m_{Z'}$, but for very large $m_{Z'}$, the signal production cross-section eventually decreases due to PDF suppression, leading to lower sensitivity.

The decay width for the $Z' \rightarrow Ah$ signal process is given in Eq. 7.8, while the decay width for the $Z' \rightarrow Zh$ process is given in Eq. 7.9. As $\alpha$ is taken to be $\beta - \pi/2$ for the alignment limit, the production cross-section of the two processes become comparable at $\tan \beta = 1$. For $m_A = 300$ GeV, $Z' \rightarrow hZ$ contributes about a quarter of the total $h(\rightarrow b\bar{b})+E_T^{\text{miss}}$ signal, largely corresponding to the difference in branching ratio of $A \rightarrow \chi\chi$, which is close to 100%, compared to that of $Z \rightarrow \nu\nu$. For $m_A \geq 400$ GeV, $Z' \rightarrow hZ$ contributes a considerably larger fraction of the final signal, partly due to the additional decay mode of $A \rightarrow t\bar{t}$ leading to a smaller dark matter production cross-section, and partly due to the softer $E_T^{\text{miss}}$ spectrum for the $Z' \rightarrow Ah$ process when $A$ is much heavier than the $Z'$.

$m_{Z'}-\tan \beta$ Plane While the signal samples in this analysis are produced at a fixed $\tan \beta$ value of 1 and $g_z = 0.8$, the $Z' \rightarrow Ah$ cross-section can be scaled as a function of $\tan \beta$ as in Eq. 7.8, where $\alpha = \beta - \pi/2$, and the upper limit on $g_z$ is given by $\rho_0$ constraints and di-jet measurements (Fig. 7.2). Hence, we take $m_A = 300$ GeV which yields the largest dark matter signal production, varying $m'_{Z'}$ in the aforementioned space of 600 GeV to 1400 GeV, and calculate the expected signal yield varying values of $\tan \beta$, with $\tan \beta \geq 0.3$ based on the perturbativity requirement of the Higgs–top Yukawa coupling [78].

When $\tan \beta \lesssim 0.6$, the constraint on $g_z$ is independent of $\tan \beta$ as the di-jet constraints are stronger (Fig. 7.2), and the width is therefore suppressed by $\sin^4 \beta$; hence at small $\tan \beta$, $Z' \rightarrow Ah$ is the dominant process.

At large $\tan \beta$, $Z' \rightarrow Ah$ is suppressed by $(\sin \beta \cos \beta)^2$ (Eq. 7.8, where $\alpha = \beta - \pi/2$), and $Z' \rightarrow hZ$ becomes the dominant process. Although the $Z' \rightarrow hZ$ rate naively scales as $\sin^4 \beta$ from Eq. 7.9, this dependence is almost exactly cancelled when we apply the upper limit on $g_z$ from $\rho_0$, which leads to an upper limit on $g_z \propto 1/(\sin^2 \beta)$. This can also be seen
Table 12.6: \( Z' \rightarrow Ah \) plus \( Z' \rightarrow hZ \) signal sensitivity, varying \( m_{Z'} \) and \( m_A \) (units in GeV, \( m_A \geq 300 \) GeV in accordance with \( b \rightarrow s \gamma \) constraints) at \( \tan \beta = 1 \) with a sliding \( E_{T}^{\text{miss}} \) cut (in GeV) applied to optimize sensitivity for both \( Z' \rightarrow Ah \) and \( Z' \rightarrow hZ \) processes combined. The columns from left to right describe \( m_{Z'} \), \( m_A \), the final sliding \( E_{T}^{\text{miss}} \) cut used, the observed data in the SR, the expected background, the expected signal yield, the calculated signal strength, the observed and expected (median, \(+1\sigma\), and \(-1\sigma\) \(95\%\) CL upper limit) on signal strength. The stronger limit reflects the additional \( h(\rightarrow bb)+E_{T}^{\text{miss}} \) contribution from the \( Z' \rightarrow hZ \) process.
Figure 12.4: Exclusion contour for $Z' \rightarrow Ah$ plus $Z' \rightarrow hZ$ combined in the $m_{Z'}$-tan $\beta$ plane, with a sliding $E_T^{\text{miss}}$ requirement (in GeV) applied to optimize sensitivity for both $Z' \rightarrow Ah$ and $Z' \rightarrow hZ$ processes combined ( $\tan \beta \geq 0.3$ based on perturbativity of the top Yukawa coupling and $m_A \geq 300$ GeV). The expected limit is given by the dashed blue line, and the yellow bands indicate its $\pm 1\sigma$ uncertainty. The observed limit is given by the solid red line, and the red dotted lines show the variations of the observed limit due to a $\pm 1\sigma$ change in the signal theoretical cross-section. The parameter spaces below the limit contours are excluded at 95% CL.

from Eqs. (7.4, 7.5).

For the $m_{Z'}$-tan $\beta$ plane, Tab. 12.7 shows the modified $E_T^{\text{miss}}$ selection optimized for $Z' \rightarrow Ah$ and $Z' \rightarrow hZ$ combined signal, the total and individual signal contributions from either process, and the observed and computed upper limits on signal strength. Two-dimensional limit contours in the $m_{Z'}$-tan $\beta$ plane are shown in Figure 12.5 where $\tan \beta$ is $\geq 0.3$ based on the perturbativity requirement of the Higgs-top Yukawa coupling, and is below 10 based on direct searches for the $A$ [135]. For $m_A = 300$ GeV, where $A$ decays almost exclusively to a DM pair, $m_{Z'} = 700$–1300 GeV is excluded for $\tan \beta < 2$, with further exclusion of larger $\tan \beta$ for $m_{Z'}$ between 800 GeV and 1000 GeV due to the inclusion of the $Z' \rightarrow Zh$ contribution in the final state.

We compare Fig. 12.5 with the theoretical prediction of total cross-section of $h + E_T^{\text{miss}}$ in $m_{Z'}$-tan $\beta$ plane (Fig. 5 of Ref. [19]). Using the upper limit on visible cross-section from our search (Tab. 12.8), and the signal acceptance for both processes at the aforementioned
<table>
<thead>
<tr>
<th>$m_{Z'}$</th>
<th>$\tan \beta$</th>
<th>$E_T^{\text{miss}}$</th>
<th>$N_{\text{obs}}$</th>
<th>$N_{\text{bkgd}}$</th>
<th>$N_{\text{sig}}$</th>
<th>$N_{\text{sig}}^A$</th>
<th>$N_{\text{sig}}^{Z'}$</th>
<th>$\mu_{\text{exp}}$</th>
<th>$\text{Lim}_{\text{Obs}}$</th>
<th>$\text{Lim}_{\text{Exp}}$</th>
<th>$\text{Lim}_{\text{Exp}}^{-1\sigma}$</th>
<th>$\text{Lim}_{\text{Exp}}^{-2\sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>0.3</td>
<td>148</td>
<td>114</td>
<td>11</td>
<td>1.1</td>
<td>1.45</td>
<td>9.28</td>
<td>7.33</td>
<td>12.08</td>
<td>4.79</td>
<td>5.76</td>
<td>7.33</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>28.3</td>
<td>7</td>
<td>0.58</td>
<td>3.33</td>
<td>2.65</td>
<td>4.25</td>
<td>1.76</td>
<td>1.53</td>
<td>1.95</td>
<td>2.25</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>2.13</td>
<td>0.41</td>
<td>2.00</td>
<td>1.62</td>
<td>2.43</td>
<td>1.12</td>
<td>1.06</td>
<td>1.08</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.93</td>
<td>1.93</td>
<td>2.34</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
<tr>
<td>600</td>
<td>0.5</td>
<td>148</td>
<td>15.8</td>
<td>0.40</td>
<td>1.95</td>
<td>1.95</td>
<td>2.37</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 12.7: $Z' \to Ah$ plus $Z' \to hZ$ combined signal sensitivity, varying $m_{Z'}$ (units in GeV) and $\tan \beta \geq 0.3$ based on perturbativity of the top yukawa coupling) at $m_A = 300$ GeV with a sliding $E_T^{\text{miss}}$ cut (in GeV) applied to optimize sensitivity for both $Z' \to Ah$ and $Z' \to hZ$ processes combined. The columns from left to right describe $m_{Z'}$, $\tan \beta$, the final sliding $E_T^{\text{miss}}$ cut used, the observed data in the SR, the expected background, the expected signal yield, the calculated signal strength, the observed and expected (median, $+1\sigma$, and $-1\sigma$) 95% CL upper limit on signal strength.
Figure 12.5: Exclusion contour for $Z' \rightarrow Ah$ plus $Z' \rightarrow hZ$ combined in the $m_{Z'}$- $\tan \beta$ plane, with a sliding $E_T^{\text{miss}}$ requirement (in GeV) applied to optimize sensitivity for both $Z' \rightarrow Ah$ and $Z' \rightarrow hZ$ processes combined ($\tan \beta \geq 0.3$ based on perturbativity of the top yukawa coupling and $m_A = 300$ GeV). The expected limit is given by the dashed blue line, and the yellow bands indicate its $\pm 1\sigma$ uncertainty. The observed limit is given by the solid red line, and the red dotted lines show the variations of the observed limit due to a $\pm 1\sigma$ change in the signal theoretical cross-section. The parameter spaces below the limit contours are excluded at 95% CL.

$E_T^{\text{miss}}$ requirement for given $m_{Z'}$ (Tab. 9.2 for $Z' \rightarrow Ah$, and Tab. 9.8 for $Z' \rightarrow hZ$), our limits are consistent with the theoretical prediction. Sensitivity is limited at low $m_{Z'}$ due to the larger background associated with the lower $E_T^{\text{miss}}$ requirement ($\geq 150$ GeV for $m_{Z'} = 600$ GeV). At larger $m_{Z'}$, we adopt $E_T^{\text{miss}}$ requirements $\geq 300$ GeV for $m_{Z'} = 800$ GeV, and $\geq 400$ GeV for $m_{Z'} = 1000$ GeV and above, leading to minimal background and excellent sensitivity in these signal regions. As the cross-section of the $Z' \rightarrow hZ$ process is approximately constant for a given $m_{Z'}$ at large $\tan \beta$ where $Z' \rightarrow Ah$ is suppressed, including the $Z' \rightarrow hZ$ contribution gives us the opportunity to probe and set limits on regions with large $\tan \beta$. While the sensitivity can extend to much larger $\tan \beta$, we apply an upper limit of $\tan \beta < 10$ for $m_A = 300$ GeV from direct searches of $A$ (Ref. [155] and [156]). The regions with large $\tan \beta$ is also of less interest in this search due to its minimal dark matter production with the suppressed $Z' \rightarrow Ah$ process. As the total cross section falls with larger $m_{Z'}$ due to PDF suppresion, we have the best sensitivity for $m_{Z'}$ between
800 GeV and 1 TeV in the parameter space we probe.

We achieve much better exclusion limits compared with Fig. 7 of Ref. [19], as the latter adopts signal selection and background estimation from the existing ATLAS $Vh(\to bb)$ analysis (Ref. [157]), which uses much softer $E_T^{\text{miss}}$ requirements of $\geq 120$, $\geq 160$, and $\geq 200$ GeV. We probe much higher $E_T^{\text{miss}}$ regions with dedicated selections optimized for the $h(\to bb) + E_T^{\text{miss}}$ signal, and the improved limits further demonstrate the strength and novelty of this analysis.

### 12.4 Model-Independent Upper Limit

In addition to constraints on the $Z' - 2HDM$ model, we also calculate model-independent upper limits on the number of non-SM events in the signal region. Again for completeness, results from both the resolved and boosted channels are presented in this section, though as discussed in Chapter 6, the boosted analysis is not used to interpret the $Z' - 2HDM$ model. For each sliding $E_T^{\text{miss}}$ requirement in the final signal selection, the expected background, including its statistical and systematic uncertainties, is fit to the number of observed events in a “null” hypothesis.

$$q_0 = -2 \log(L(0, \hat{\theta})/L(\hat{\mu}, \hat{\theta}))$$  \hspace{1cm} (12.4)

where the denominator is the “likelihood of best fit”, and the numerator is the “likelihood assuming background only”.

The probability of the background-only hypothesis, the $p(s = 0)$-value, is calculated for each of the four signal regions with ascending $E_T^{\text{miss}}$ threshold in the resolved channel and the two signal regions in the boosted channel using 3,000 toy experiments. Table 12.8 gives the model-independent 95% CL upper limits on the visible cross-section, defined as the product of production cross-section, acceptance, and reconstruction efficiency, the observed and expected limits on the number of non-Standard Model events in the signal region, and the null-hypothesis $p$-value.

As a $p(s = 0)$-value of 0.03 is calculated for $E_T^{\text{miss}} > 300$ GeV in the boosted channel, a calculation of the look-elsewhere effect [158] is performed. The signal regions in both the resolved and boosted channels are divided into exclusive regions of $E_T^{\text{miss}}$, taking into account the small overlap between both channels ($\sim 15\%$). The event yield in each of the exclusive regions is fluctuated independently through a large number of pseudo-experiments.
The results are added back into the final signal regions with the sliding $E_T^{\text{miss}}$ requirements, and the $p(s = 0)$-values are calculated for each of the variations. The trials factor for the look-elsewhere effect is calculated to be $\sim 3$ for all regions combined using 10,000 pseudo-experiments, indicating there is a $\sim 10\%$ likelihood that the small excess observed in this region is due to statistical fluctuations in the background.

<table>
<thead>
<tr>
<th>$E_T^{\text{miss}}$</th>
<th>$N_{\text{obs}}$</th>
<th>$N_{\text{bkgd}}$</th>
<th>$\langle \sigma_{\text{vis}} \rangle_{95\text{obs}}^{95\text{fb}}$</th>
<th>$N_{\text{BSM}_{95\text{obs}}}$</th>
<th>$N_{\text{BSM}_{95\text{exp}}}$</th>
<th>$p(s = 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolved</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt; 150 \text{ GeV}$</td>
<td>164</td>
<td>148</td>
<td>3.6</td>
<td>74</td>
<td>$63^{+22}_{-14}$</td>
<td>0.31</td>
</tr>
<tr>
<td>$&gt; 200 \text{ GeV}$</td>
<td>68</td>
<td>62</td>
<td>1.3</td>
<td>27</td>
<td>$21^{+8.4}_{-3.9}$</td>
<td>0.28</td>
</tr>
<tr>
<td>$&gt; 300 \text{ GeV}$</td>
<td>11</td>
<td>9.4</td>
<td>0.49</td>
<td>9.9</td>
<td>$8.2^{+3.4}_{-1.9}$</td>
<td>0.31</td>
</tr>
<tr>
<td>$&gt; 400 \text{ GeV}$</td>
<td>2</td>
<td>1.7</td>
<td>0.24</td>
<td>4.8</td>
<td>$4.7^{+1.6}_{-1.0}$</td>
<td>0.39</td>
</tr>
<tr>
<td>Boosted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt; 300 \text{ GeV}$</td>
<td>20</td>
<td>11.2</td>
<td>0.90</td>
<td>18</td>
<td>$9.9^{+4.2}_{-2.9}$</td>
<td>0.03</td>
</tr>
<tr>
<td>$&gt; 400 \text{ GeV}$</td>
<td>9</td>
<td>7.7</td>
<td>0.43</td>
<td>8.8</td>
<td>$7.7^{+3.3}_{-2.0}$</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 12.8: Model-independent upper limits for the resolved and boosted channels. Left to right: signal region (SR) $E_T^{\text{miss}}$ requirement, number of observed events, number of expected background events, 95% CL upper limits on the visible cross-section ($\langle \sigma_{\text{vis}} \rangle_{95\text{obs}}^{95\text{fb}}$) and the number of non-SM events ($N_{\text{BSM}_{95\text{obs}}}$). The sixth column ($N_{\text{BSM}_{95\text{exp}}}$) shows the expected 95% CL upper limit on the number of non-SM events, given the estimated number and the $\pm 1\sigma$ uncertainty of background events. The last column shows the $p$-value for the background-only hypothesis ($p(s = 0)$).
Chapter 13
Conclusion

This thesis presents a novel analysis, searching for dark matter (DM) pair production in association with a Higgs boson which decays into a pair of bottom quarks. The analysis is performed using data from pp collisions collected at $\sqrt{s} = 8$ TeV with the ATLAS experiment at the Large Hadron Collider (LHC) at CERN, for an integrated luminosity of 20.3 fb$^{-1}$. Two techniques are employed, one in which the two $b$-quark jets from the Higgs boson decay are reconstructed separately (resolved), and the other in which they are found inside a single large-radius jet using boosted jet techniques (boosted). A set of increasing $E_T^{\text{miss}}$ thresholds defines the final signal regions for each channel, optimized for individual signals in the parameter space probed. The resolved channel analysis consists of the focus of this thesis.

The results from the resolved channel are interpreted in the framework of a simplified model with a $Z'$ gauge boson and two Higgs doublets, where the dark matter is coupled to the heavy pseudoscalar Higgs $A$, i.e. $Z' \rightarrow hA \rightarrow b\bar{b}\chi\chi$. In this model, $Z'$ and $A$ are produced on-shell, with electro-weak constraints imposed. An additional source of Higgs plus $E_T^{\text{miss}}$ in this model comes from the decay of $Z' \rightarrow hZ$, $h \rightarrow b\bar{b}$, $Z \rightarrow \nu\bar{\nu}$.

By probing the resulting DM+Higgs($b\bar{b}$) final state requiring at least two $b$-jets in dedicated signal regions of 2 or 3-jets with large $E_T^{\text{miss}}$, we study a new kinematic regime different from existing dark matter searches at collider experiments. Both simulated and data-driven methods are used to describe the background processes, reaching good agreement of data and expected background across all control regions.

The data are found to be consistent with the Standard Model expectations in the signal region, with no excess of 2$\sigma$ observed. Limits are set in the 2-D mass space of $m_{Z'}$-$m_A$, as well as $m_{Z'}$-$\tan\beta$ ($\equiv v_u/v_d$), for both the $Z' \rightarrow Ah$ dark matter production process alone, and the combined $h(\rightarrow b\bar{b})+E_T^{\text{miss}}$ signature processes of $Z' \rightarrow Ah$ and $Z' \rightarrow Zh$. Results are given for using selections optimized for $Z' \rightarrow Ah$ alone, as well as using selections optimized for $Z' \rightarrow Ah$ plus $Z' \rightarrow Zh$ combined. The exclusion limits are strongest at low $m_A$ and high $m_{Z'}$. The contribution from $Z' \rightarrow Zh$ allows for exclusions of regions with larger $\tan\beta$.

In the $m_{Z'}$-$m_A$ plane with $\tan\beta = 1$, $m_{Z'} = 700$–1300 GeV are excluded for $m_A$ up to 350 GeV, with further exclusion of larger $m_A$ for $m_{Z'}$ around 1200 GeV. In the $m_{Z'}$-$\tan\beta$ plane with $m_A = 300$ GeV, $m_{Z'} = 700$–1300 GeV are excluded for $\tan\beta$ up to 2, with further
exclusion of larger $\tan \beta$ for $m_{Z'}$ between 800 GeV to 1000 GeV. The limits are found to be in accordance with theoretical predictions of the LHC sensitivity. Upper limits on the visible cross-section for non-Standard-Model events in the signal regions for this analysis are also given. We expect to further probe this region with the prospects of more conclusive results with the 13 TeV run at the LHC.
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