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The limits of my language mean the limits of my world.
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This work studies the problem of decision-making under risk by agents whose information processing abilities may be limited. The constructed theoretical framework grounds on findings from economic laboratory experiments, incorporates existing neuroscience knowledge, and is implemented using information-theoretic formalism. Activation of the above information-processing constraints distorts the subjective perception of the objective stochastic environment the agent operates in, and the constrained-optimal decision-making requires appropriate adjustments. In the selected application, a general equilibrium macro-finance model, such biases of subjective perspective as overconfidence, pessimism and categorization thus emerge endogenously. The theoretical implications receive empirical support in a mutually consistent way: according to (cross-checked) calibrations, they allow us to reverse-engineer and rationalize the phenomena known as the equity premium/risk-free rate puzzles; as well as contribute to the understanding of such regularities as the portfolio underdiversification puzzle, style investing and the non-monotone pricing kernel puzzle. On the other hand, these results also help rationalize, by formulating certain optimizing foundations behind, the experimental evidence that underlies the Allais paradox and that is systematized in, e.g., the (cumulative) prospect theory.
CHAPTER 1
INTRODUCTION

This work takes the issue of computational feasibility seriously, and studies the problem of investment under conditions of risk while explicitly accounting for the constraints imposed by the limited cognitive—or information processing—capabilities of decision-makers (but recognizing nevertheless rationality of the latter, and their endeavor to make the most of it). We ask how such limitations bias the subjective perspective on the objective stochastic reality, and how they are manifested in the ultimate investment decisions and observed market prices. For instance, how exactly the value of investment opportunities is assessed and acted upon.

The “complexity-reducing simplification” arising as a result of such constraints generally distorts the agent’s perception of the stochastic environment he/she operates in. Applying these simplification mechanics to the problem of investment portfolio choice induces investors to substitute the “complex” original objective probability distribution defining the investment returns with its proxy: the subjective distribution characterized by relatively lower variance (“overconfidence”) and decreased mean (“pessimism”). The degree of these biases in the investor’s subjective perspective depends on the information processing capacity available to him. If the capacity is sufficiently large, the biases vanish and the subjective perspective coincides with the objective picture, bringing about the benchmark case presumed by conventional “rational expectations”. However, even when the capacity limit takes its toll, but the perspective is biased in an optimal way, i.e., the simplification of the subjective distribution is implemented according to a rational adjustment procedure that we specify, then the effects of “overconfidence” and “pessimism” cancel each other out and resulting decisions do not systematically deviate from the optimal ones. That is, investment choices are approximately equal to their unconstrained counterparts and ultimate economic outcomes are close to those achieved under “rational expectations”, yet less computational resources are utilized.
The presented framework receives empirical support, taking as a testing ground the so-called equity premium and risk-free rate “puzzles” at the intersection between macroeconomics and finance (Mehra and Prescott, 1985; Weil, 1989). The necessary prerequisite is to recognize that the subjective probability distribution may differ from the objective one, and that the observed sample probability distribution may fail to reflect the full complexity of the unobserved population distribution. Then, we can infer the unobserved objective distribution indirectly by calibrating the magnitude of the information processing capacity so that the implied putative population distribution would in turn imply that the model does fit all the relevant empirical criteria. As a result, the constructed consumption-based asset pricing model matches the equity premium and risk-free rate observed in the post-World-War-II United States relying on highly plausible levels of relative risk-aversion (between 2 and 4). Additional empirical yardsticks represented by various moments of consumption or dividend growth data are not far off either. This is consistent with the interpretation that investors indeed behave rationally and are sufficiently efficient in processing information, even accounting for potential cognitive limitations. While the premium investors seem to leave on the table is likely to be just an illusion of perspective.

For the above results to be convincing, the calibrated magnitude of information processing capacity should be disciplined somehow, for instance, cross-checked with the relevant measurements coming from alternative sources. Extensive laboratory experiments with human subjects on the tasks involving decision-making under risk crystallized, for instance, in (cumulative) prospect theory of Kahneman and Tversky (1979, 1992) allow, under the imperative of their subjects’ rationality, to identify the demonstrated magnitudes of information processing capacity, providing such independent checkpoint for comparison. Reassuringly, feeding the model with measurements informed by economic experiments produces results similar to those obtained in the calibrations presented above, which furnishes the desired confirmation. Our suggested interpretation of the experimental data is that Allais’ (1953) paradox as well as Kahneman and Tversky’s theory, specifically the probability weighting
transformations it stipulates, embody rough heuristics that effectively implement an alternative adjustment procedure to go together with the complexity-reducing simplification required in a challenging stochastic environment (though other interpretations are conceivable, see the main text for elaboration).

Establishment of these interconnections also has interesting theoretical implications. The connection between the current dissertation’s framework and the experimental results of Kahneman and Tversky is not just a matter of consistency with existing empirical evidence, but in fact suggests optimizing foundations for (some aspects of) the purely descriptive prospect theory that Kahneman and Tversky have formulated on the basis of their laboratory findings. Additionally, the distinction—as well as the fundamental connection—between complex objective and simplified subjective probability distributions reconciles the allegedly mutually inconsistent normative theoretical desiderata of standard von Neumann-Morgenstern axioms on the one hand (which, in our framework, apply to the former distribution) with positive empirical observations of decision-making under risk on the other hand (which correspond to the latter distribution), thus killing two birds with one stone.

Continuing the list of useful theoretical contributions, within the presented framework endogenously emerge such phenomena as “overconfidence” (i.e., an agent’s subjective variance is lower than the objective one), “pessimism” (subjective mean is lower than objective) and “categorization” (correlations are subjectively amplified, hence similar assets are clustered together into one asset class). All being popular mechanisms in theoretical work, they are usually imposed exogenously rather than explicitly derived from first principles.1

The empirical picture painted so far renders only the macro-level landscape, but we may well go beyond the broad brushstrokes and zoom deeper into micro-level features. For instance, the principal approach of the current work by means of the above categorization

1. Finishing the list of theoretical results, the take-aways of a relatively more auxiliary nature and technical flavor include a convenient method for description/encoding of probability distributions (see §G); as well as an introduction of the distinction between effective and physical information processing capacities, which explains some confusing empirical measurements (see §G, §I and §D).
and overconfidence mechanisms contributes to a unified understanding of such empirical regularities as the “portfolio underdiversification puzzle”, (variations in) style investing, and the “non-monotone pricing kernel puzzle” (or the implied volatility “smile”) by offering their rational structural explanations that are quantitatively consistent with the corresponding results of non-structural estimation exercises.

In the current work, information processing is formally modeled as information transmission between (or, equivalently, information storage to/retrieval from) different parts of the brain. Evaluating the merits of available decisions, e.g., by calculating the expected value of a lottery, requires sending a message that describes the corresponding probability distribution from one, perceptive part of agent’s brain to another, calculating part, and computing the statistic of interest. However, if the probability distribution is “too complex” relative to the agent’s information processing limitations (his individual “bandwidth”), the procedure becomes infeasible. In such a case the distribution has to be “simplified”: the decision-maker chooses another probability distribution that roughly approximates the original one but possesses lower “complexity”, and uses this subjective simplified distribution in computations of the relevant statistic.

Resorting to technical jargon, the complexity of the distribution is formally quantified by its “Shannon entropy” (a certain measure of the distribution’s dispersion), the complexity of the message describing it is proportional to the complexity of the distribution itself (due to the entropy’s relation to the length of efficient communication/compression code); the message is transmitted via the communication channel, and the costs of information transmission are formalized by the capacity limit of this communication channel as measured by the “mutual information” between channel input and output (a specific constraint imposed on the relationship between entropies of ingoing and outgoing messages). Thus, a probability distribution is “too complex” if, loosely speaking, its entropy is larger than the channel capacity.

Before proceeding, it is worth clarifying that the theory of “rational inattention” proposed...
by Sims (1998, 2003, 2006) also uses the mutual information constraint to formalize the costs of information transmission, but there are fundamental differences with the approach taken here. Conceptually, Sims’s theory restricts the agent’s external perceptions and focuses on uncertainty about the current state, while this work deals with constraints on the agent’s internal cognition and centers on uncertainty about the future state. Operationally, in rational inattention models the state has already realized but is not yet observed, and the agent, before observing the state and making a decision, chooses an optimal information acquisition strategy that lets him learn the realized state as accurately as his limited capacity allows, which in turn implies that every period nature is sending to an agent the information about one realization of a random variable. While in the present work the state has not yet realized, and the agent, before making a decision and before realization of the state, chooses an optimal information processing strategy that lets him summarize/represent the space of possible states as accurately as his limited capacity allows, which in turn implies that every period one part of agent’s brain is sending to another part of agent’s brain the information about the whole probability distribution of a random variable. Thus, the differences are in the timing of events, the object of approximation, the task faced by the agent, the players and interactions involved, as well as in the dimensionality of transmitted messages. See §H for more details about the difference.

Then, the “architecture” of our framework builds from the bottom up: taking simple lotteries as primitives (arguably, lotteries to students of choice under uncertainty are what fruit flies are to geneticists) and completing the construction with the tree model in the style of Lucas (1978) (a structural microfounded general equilibrium workhorse model for stocks in macroeconomics and finance).

The “mortar” binding this construction contains several key ingredients of methodological nature. The process of choice under uncertainty is implemented using information-theoretic formalism (see Appendix §G for details, also see §H). Empirically, it is grounded on experimental evidence: for instance, on the work of Gabaix and Laibson (2000), who study how
humans make decisions under risk, and whose findings can be interpreted as being consistent with their subjects resorting to complexity/entropy-reducing approximations; together with the results of Kahneman and Tversky (1979, 1992), who uncover a number of systematic biases in human decision-making under uncertainty, and whose findings may be interpreted as counteracting the deceptive effects of the above entropy-reducing approximations. It is also guided by existing knowledge in neuroscience, for example, explicitly incorporating the concepts such as “working memory” or “bottleneck”, as well as the mechanisms such as coordinate transformations and adjustments or recursive processing (see Appendix §I).

Lastly, we touch upon some technical characteristics of the basic framework underlying the analysis. The (macro-)economic setup is deliberately primitive and conventional: a workhorse Lucas tree model, which prevents contamination of the analysis with details not crucial to the main narrative and aids tractability. The fundamental assumptions are very frugal: the strongest one is the log-Normality of the stock returns. The optimization problem is framed in a modular format: there are two segregated sub-problems, which improves transparency as well as facilitates potential modifications and extensions. The formal model admits analytical closed-form solutions: in potential applications, including the one pursued here, the solution is as tractable as the standard canonical case, in spite of being more general.

The present research is connected to several very distinct literature clusters, and their exhaustive review is beyond the scope of this dissertation (a succinct overview is offered in Appendix §D). The most closely related works are the following. Gabaix (2014a, 2014b) proposes a similar approach to the simplification of the environment, which is based on a discrete and sparse representation of data. The rational inattention theory (Sims, 2003, 2006; Matějka and Sims, 2010; Matějka and McKay, 2014; Ravid, 2016) has successfully introduced information-theoretic methods into economics; it also uses the channel capacity (mutual information) constraint to model the transmission of information, although in a structurally different form and with different aims (see the text above, as well as Appendix
Woodford (2012, 2014) departs from the rational inattention theory and uses the channel capacity mechanism while taking related neuroscientific and experimental evidence very seriously, which makes his papers quite closely connected to this work. Steiner and Stewart (2016) formulate a model that is also neurologically motivated, albeit one focusing on the effect of noise (rather than complexity) in processing information, and which, in special circumstances of prevailing negatively-skewed lotteries, similarly finds Kahneman and Tversky’s prospect theory-style probability weighting as optimal second-bests. As to the empirical applications, this dissertation primarily focuses on macro-finance, it is particularly close to the asset pricing literature that deals with tail events and large-variance distributions such as Weitzman (2007) or Tsai and Wachter (2016) (also see Veronesi, 2004; and separately, Polkovnichenko, 2005; Polkovnichenko and Zhao, 2013). Other works in this area similarly concerned with the expectation formation process and likewise motivated by existing psychological evidence along with the agents’ desire for simplification are Fuster et al. (2012) and Bordalo et al. (2016) (also see an older work by Carroll, 2003; as well as a recent survey by Manski, 2017). Authors here who also emphasize the distinction between the investor’s and the econometrician’s perspectives are Hansen and Richard (1987), Hansen (2007), Hansen and Sargent (2010), Weitzman (2007), as well as Gabaix and Laibson (2001). Our main differences lie along the dimensions of the area of application, conceptual and methodological approach, parsimony and tractability, experimental and neuroscientific inputs employed.
CHAPTER 2

THEORY

2.1 Simple lotteries, hard decisions

The aim here is to examine how decisions under risk\(^1\) are made in a setting where the relevant probability distributions are “too complex” to be used in the agent’s optimization process.

As a motivating example, consider the following decision problem. Figure 2.1 presents the payoffs and their corresponding probabilities for two simple lotteries. In principle, from the information given one can calculate all the necessary characteristics of the payoff distributions. For instance, a risk-neutral player cares only about the mean, which is just a probability-weighted sum of each lottery’s payoffs — a very simple computation. A player with a mean-variance utility function cares about the first two moments of the payoff distributions — a slightly more involved computation. But what if these arithmetic operations, however elementary they are, can not be performed in full? Say, because of a time constraint: think of having only 1 second per contingency, i.e., 16 seconds to choose between the two lotteries (in case you tried it, see the footnote\(^2\)).

Formally, the problem looks as follows:

\[
\max_{\theta \in \{1,2\}} \mathbb{E} [\varphi(\rho(\mathbf{x}|\theta))],
\]

where the state vector \(\mathbf{x}\) is idiosyncratically distributed as \(\mathbf{x} \sim G(\mathbf{x})\), the lottery choice \(\theta \in \{1,2\}\), the payoff function \(\rho(\mathbf{x}|\theta)\) depends on the chosen lottery, and \(\varphi(\rho)\) is a player’s decision criterion (i.e., some kind of felicity function). The player sees all the payoffs as well as the probabilities and has to estimate the expected payoff (or, strictly speaking, expected

\(^1\) In this work, we deal only with the notion of risk, which defines a situation when probabilities associated with a random variable are known, and only the actual random variable realizations are not known. We ignore the notion of Knightian uncertainty, in which even the probabilities themselves are unknown. The terms “risk” and “uncertainty” are thus used interchangeably throughout.

\(^2\) The lottery on the right has higher mean (5.0 vs. 4.9) and lower variance (14.5 vs. 14.6).
Gabaix and Laibson (2000) investigate a more complicated version of the same problem in laboratory conditions. They use multinomial recombining trees, each consisting of 10 root nodes and 4 to 9 levels of leaf nodes that are connected by probabilistic edges, with intermediate payoffs in every node; the goal is to select a root node with the highest expected value. Their paper proposes the following heuristic for evaluating the tree payoffs: consider only transit probabilities larger than a certain cutoff probability and calculate the expected payoff ignoring the less probable edges (it is required that the payoffs have a zero mean, and there are no extreme outlier payoffs). The authors interpret this decision rule as simulating the future by identifying typical or representative scenarios. They conduct an experiment where human subjects have to evaluate 12 such trees within 40 minutes, and the proposed algorithm most accurately matches the empirical distribution of choices, in particular, outperforming the fully rational model of behavior.

Effectively, the above method reduces the computational costs of evaluating the expectation in (2.1) by carefully changing the distribution of the random variable in focus to one with lower “uncertainty” (or entropy) at the cost of some “approximation error”.

Figure 2.1: Two lotteries.
2.2 Algorithm for decision-making under risk

Our next task is to formalize the idea that the problem of decisions under risk can be simplified via entropy reduction. Appendix §G outlines the algorithm in detail. Here (as well as in §H) we provide an intuitive overview of its key features.

Figure 2.2 presents the probability mass function (PMF) $g(\cdot)$ for some random variable of interest $x$, that is a state variable such as next year’s real GDP growth rate or a company’s revenues. It is rather “complex”, with “fine” partitions that allow for “many” (6 here) possible outcomes. In real life, decision-makers usually reduce the space of outcomes to a refined ensemble of just a few possible scenarios: say, a “baseline”, “optimistic” and “pessimistic”. Such a reduction makes the problem easier to analyze as well as to present and discuss it in business meetings, conference calls, or in written communication. In Figure 2.2 this is represented by PMF $h(\cdot)$, which is for convenience defined over a new synthetic random variable $\hat{x}$. This new distribution is relatively “simple”, with “coarse” partitions that allow for just a “few” (3 here) possible outcomes.

The complexity (or uncertainty, dispersion) of a random variable can be measured by its entropy. Formally, (Shannon) entropy of a discretely distributed random variable $x$ is defined as

$$\mathcal{E}(g(x)) := - \sum_{i=1}^{\text{supp}(g)} g(x_i) \log g(x_i),$$

(2.2)
where $|\text{supp}(g)|$ is the cardinality of the support set of $g(\cdot)$.\footnote{We use $\log(\cdot)$ for $\log_2(\cdot)$ and $\ln(\cdot)$ for $\log_e(\cdot)$ throughout.} Units of measurement are either \textit{bits} (when the logarithms of base 2 are used), or \textit{nats} (for natural logarithms), with $1 \text{ nat} := \log_2 e \approx 1.44$ bits.

For the discrete distributions primer presented in Figure 2.2, the “complex” distribution $g(\cdot)$ is characterized by higher entropy than the “simple” distribution $h(\cdot)$, so that replacing one with the other in the process of simplification leads to a reduction in the entropy measure. When the space of outcomes is continuous, the so-called differential entropy just invokes integration in place of summation in the above formula (2.2). The entropy reduction can be thought of as a reduction of dispersion, which in the case of continuous distributions is associated with a lower variance and the thinner tails of a distribution. (At first pass, it may seem counterintuitive that such a simplifying approximation unambiguously leads to a variance reduction, rather than the perturbations potentially going either way. The reasons are of the technical, information/measure-theoretic nature, and should be clear from the detailed exposition in Appendix §G. However, the unambiguous direction of the change in the variance is an important feature of the landscape indeed, as demonstrated in the rest of this work.)

In practice, such a simplification can be embodied in a subjective amalgamation of several low-probability events, like a serious epidemic and a major volcano eruption, into a single “disaster” event with the probability doubled and the effect averaged, which necessarily amounts to a reduction in entropy (as illustrated in Figure 2.2). But perhaps even more importantly, the fact that our statistical samples are finite means that the extreme tail events are likely to be “undersampled” with their (sample, and in the end those used in decision-making) probabilities equated to zero, which again mechanically entails entropy reduction. As is the case with regard to the chances of an expropriation of private property in the U.K. and the U.S., or maybe Germany and Japan, in the period after World War II.

\footnote{Shannon entropy is a concept originating in the information theory. For a textbook treatment of the information theory, see Cover and Thomas (2006) or MacKay (2003).}
even though the latter two countries themselves experienced such an event right before the start of the indicated time period.\footnote{In the Bayesian approach the “undersampling” issue is usually addressed by introducing additional prior information, but problems not less challenging emerge, see Weitzman (2007).} A crucial point in our argument is that it pertains to both favorable and unfavorable events, thus leading to the reduction in the dispersion/variance even if the means are not affected (so this can be thought as a “rare-events” narrative as opposed to “rare-disasters” or “peso-problem” hypotheses).

While from a statistical perspective the entropy of a random variable is some measure of its dispersion, there is another side to the coin. From the information-theoretic perspective, (Shannon) entropy of a random variable is the average length of code that can be used to efficiently carry information about the variable’s outcomes. For example, the discrete distribution $h(\hat{x})$ presented in Figure 2.2 envisages three possible realizations with probabilities $\{0.25, 0.5, 0.25\}$. According to equation (2.2), this implies the entropy of 1.5 bits, which in turn means that the average codeword length is the same 1.5 bits. Indeed, such a binary alphabet would be \{00, 01, 1\} for the corresponding realizations of the random variable $\hat{x}$ (with codeword “1” used on average twice more frequently than the other two). This would be a more compressed representation than what could be achieved for the higher-entropy distribution $g(x)$ that entails six different realizations with probabilities $\{0.125, 0.125, 0.25, 0.25, 0.125, 0.125\}$, which implies the entropy as well as the average code-word length of 2.5 bits on the basis of alphabet \{000, 001, 10, 11, 010, 011\}. Moreover, the above allows to deduce that the length of the code that summarizes the distribution itself is proportional to its entropy.

The instrumental value of this dispersion-code duality is that such a code permits us to (constructively) quantify the demands on the computational or, more broadly, information processing capacity. Consider a simple lottery represented again by distribution $g(\cdot)$ or $h(\cdot)$ from Figure 2.2, whose numerical payoff probabilities are listed in the preceding paragraph, and with some arbitrary payoff values, e.g., as those in Appendix §G (or §H).
Intuitively, one can think of the task of evaluating this lottery as (a) learning and importing the complex probability distribution $g(\cdot)$ into the external-perceptive part of the brain; (b) drawing realizations from it in a Monte Carlo-type experiment; and (c) transmitting these values via a communication channel to the internal-cognitive part of the brain that calculates the statistics of interest using the transmitted random draws. A communication channel that has a limited capacity would require shorter codes, which are made possible by the simple distribution $h(\cdot)$. As the number of draws increases, the simulated statistics converge to their exact theoretical values, albeit those corresponding to distribution $h(\cdot)$ rather than $g(\cdot)$. Below we provide a slightly more technical account of the mechanisms involved, but skipping to part §2.3 should not preclude understanding the rest of the work.

**Algorithm:** Structurally speaking, in our framework the process of mental evaluation of a lottery comprises (i) the summarization of the given information about the lottery distribution (via a communication channel transmitting such a description), (ii) the loading and providing access to this information within a working memory (allocated in the memory storage), (iii) the calculation of lottery’s value (via a communication channel transmitting intermediate iterations of such computations). Potential information processing “bottlenecks” may arise at any of the three milestones above, depending on which of the capacity constraints is binding: description channel capacity, storage memory capacity, or computation channel capacity. Such bottlenecks on the way of information flow can preclude the procedure’s smooth completion that is necessary for making an optimal decision, with complex distribution $g(\cdot)$ being more susceptible to this predicament than simple distribution $h(\cdot)$. Figure 2.3 offers a sneak preview of the formal algorithm’s mechanics at this particular juncture.

The leading illustration is probably memory and its capacity, which is relatively well studied in neuroscience (see Appendix §I) as well as recognized as an important concept in the economic literature (see Appendix §D for examples). Specifically, cognitive psychol-
Figure 2.3: Information processing algorithm primer (potential bottlenecks shown in bold).

ogy and neuroscience define working memory as a limited capacity system that temporarily maintains and stores information to support human thought processes by providing an interface between perception, long-term memory and action (Baddeley, 2003). A probability distribution that is characterized by high entropy may require too complex a code to represent it, which puts unrealistic demands on the working memory’s capacity and prohibits the utilization of a given distribution in mental information processing. Thus, appealing to neuroscience permits us to (structurally) motivate the above quantification of information-processing costs.

The exposition in Appendix §G makes the above statements formal and expands them, demonstrating how general the postulated framework is (not only providing for alternative information processing “bottlenecks”, but also allowing for alternative deterministic or probabilistic Monte Carlo-type information processing schemes). In terms of functionality, the algorithm in Appendix §G starts with an evaluation of a simple lottery (formalized as ancillary procedure $P_f$) and at the end provides a recipe for the evaluation of expectations.
of arbitrary functions of random variables that may be required for decision-making under risk.

2.3 Information constraint and informational problem

Now we are going to introduce an important object for subsequent exploration. Available effective capacity (from now on, information processing capacity) $\kappa$ serves as a bound in the information processing capacity/mutual information constraint (in short, information constraint):

$$
\kappa \geq I(g(x); h(\hat{x})) = \mathcal{E}(g(x)) - \mathcal{E}(f(x|\hat{x})) = \mathcal{E}(h(\hat{x})) - \mathcal{E}(f(\hat{x}|x)) =
$$

$$
\mathcal{E}(g(x)) + \mathcal{E}(h(\hat{x})) - \mathcal{E}(f(x, \hat{x}))
$$

(note the switch to random vectors, typed in boldface).

Information constraint is the instrumental take-away of the abstract algorithm presented in Appendix §G as well as in part §2.2 above. It quantifies and puts a bound on the costs (in bits of information processing capacity) to utilize the probability density $h(\hat{x})$, for example, to calculate its expected value in the process of solving a maximization problem. The above density is a simplified proxy for a given original probability density $g(x)$, where the copy can be exact if the original density is already simple enough. To clarify the notation, $f(x, \hat{x})$ above is an ancillary function that captures the overall structure of stochastic interrelationships in the forthcoming optimization problem; it is a joint multivariate probability density function of $x$, which is distributed according to its marginal density $g(x)$, and of $\hat{x}$, which in turn is distributed according to marginal density $h(\hat{x})$.

Intuitively, with the complexity of a random variable $x$ fixed, one can reduce the information-processing costs by letting $x$ being only imperfectly represented by a variable $\hat{x}$ and carry some random “approximation” errors via raising the “uncertainty”/entropy of the conditional distribution of $x$ given $\hat{x}$ (refer to the RHS of the first equality in the top row of
information constraint equation 2.3); e.g., in Figure 2.2 knowing the realization of \( \hat{x} \) leaves a half-half chance of guessing the realization of \( x \). Equivalently, if a random variable \( \hat{x} \) is simple enough, then there is no need for further entropy reduction, and mutual information may be equated with entropy of \( \hat{x} \) by letting the distribution of \( \hat{x} \) conditionally on \( x \) being degenerate with zero entropy, in the sense that a variable \( x \) contains all the information about a variable \( \hat{x} \) (the RHS of the second equality in the top row of equation 2.3); e.g., in Figure 2.2 knowing \( x \) makes \( \hat{x} \) a certainty.

Alternatively, information constraint (2.3) trades-off how fine [coarse] probability measure \( h(\hat{x}) \) is (middle term of equation in the last row) versus how [in]accurate approximation of \( x \) by \( \hat{x} \) is (rightmost term), taking \( g(x) \) (leftmost term) as given. Put differently, with \( g(x) \) fixed, to satisfy the information constraint one can either (i) reduce the entropy of \( h(\hat{x}) \) by making it a coarser probability measure, or (ii) increase the entropy of \( f(x, \hat{x}) \) by making \( \hat{x} \) a less accurate approximation of \( x \). Note that this is exactly what the heuristic of Gabaix and Laibson (2000) amounts to in the end: a simplified distribution characterized by lower “uncertainty”/entropy at the cost of some “approximation error”. In addition to the experimental findings of Gabaix and Laibson (2000), such behavior is also in agreement with neuroscientific evidence on humans’ categorical perception (Goldstone and Hendrickson, 2010; Fleming et al., 2013). It is also worth mentioning that the information constraint has the same form as in Sims (2003, 2006), but here it has a different motivation and interpretation (more on this in §1 and §H).

Henceforth, we refer to the original random variable \( x \) and its probability distribution \( g(x) \) as to “true”, objective, unconstrained entities, while labeling the simplified random variable \( \hat{x} \) and its distribution \( h(\hat{x}) \) as “approximating”, subjective, constrained counterparts to and versions of the former.

Now, let us formulate what we call the informational problem, \( \mathcal{P}_I \):

\[
\min_{f(x, \hat{x})} E[f(d(x, \hat{x}))] = \int_{\text{supp}(h)} \int_{\text{supp}(g)} d(x, \hat{x}) f(x, \hat{x}) \, dx \, d\hat{x} \quad \{\mathcal{P}_I\}
\]
subject to the information constraint

\[ I(g(x); h(\hat{x})) \leq \kappa, \]

as well as the necessary technical restrictions (hereafter assumed implicitly)

\[
\int_{\text{supp}(h)} f(x, \hat{x}) \, d\hat{x} = g(x) \quad \forall x \in \text{supp}(g), \quad [\mu(x)]
\]

\[
f(x, \hat{x}) \geq 0 \quad \forall x \in \text{supp}(g), \hat{x} \in \text{supp}(h). \quad [\nu(x, \hat{x})]
\]

An agent seeks to minimize the expected “distortion” from using the approximating distribution \( h(\hat{x}) \) instead of the true distribution \( g(x) \) subject to information constraint, i.e., given a bound \( \kappa > 0 \) on the mutual information between these two distributions (Lagrange multipliers on each constraint are specified on the right in square brackets). The distortion function \( d(x, \hat{x}) \) (i.e., a distance metric for its two arguments) is taken as given. (The choice of appropriate distortion function is problem-specific, we will discuss it later in part §3.2.)

Solution to problem \( \mathcal{P}_I \) is provided in Proposition 1.

**Proposition 1 (General Solution to Informational Problem).** Let \( x \) be a random vector distributed according to an absolutely continuous probability distribution function \( G(x) \) with a probability density function \( g(x) \), \( d(x, \hat{x}) \) be a distortion function for vectors \( x \) and \( \hat{x} \) satisfying the condition

\[
\exists \hat{x} : \int_{\text{supp}(g)} d(x, \hat{x}) \, g(x) \, dx < \infty.
\]

Then solution to the informational problem specified in \( \mathcal{P}_I \) is given by a conditional probability

\[ P_{\text{cond}}(x | \hat{x}) \]

---

6. In terms of Appendix §G’s algorithm, our understanding is that in practice the informational problem is solved before Generating codebook at the Simplification step of the algorithm. Basically, this is the fundamental source of information-processing cost savings that we ultimately benefit from: by bearing the fixed costs at the Simplification step, the variable costs are saved in the following steps of the algorithm, which may lead to dramatic overall savings as the latter costs accumulate very quickly during the numerous iterations required to execute the remaining steps. This rules out a kind of infinite regress critique.
density

\[ f(x | \hat{x}) = \exp \left( \frac{1}{\lambda} \nu(x, \hat{x}) - \frac{1}{\lambda} \mu(x) - \frac{1}{\lambda} d(x, \hat{x}) \right), \quad \forall \hat{x} \in \text{supp}(h). \]

Proof. See Appendix §F.1.

The form of the solution may seem counterintuitive at first. However, the key is to realize that the conditional distribution of \( x \) given \( \hat{x} \) that it provides is actually the distribution of “approximation error”, i.e., the deviation of the original random variable \( x \) from its simplified counterpart \( \hat{x} \). Given the knowledge of \( g(x) \), it is often easier to proceed by just guessing the density \( h(\hat{x}) \), which we are chiefly interested in, and then verifying that, together with the deduced conditional distribution, the implied joint density

\[ f(x, \hat{x}) := f(x | \hat{x}) h(\hat{x}) \]

satisfies the necessary requirements. Later in §3.3 we will demonstrate how this can be done with an example.

Whenever the information constraint does not bind, the expected distortion can be reduced to zero, because then \( f(x | \hat{x}) \) becomes the Dirac delta function centered at \( \hat{x} \), \( \delta(x - \hat{x}) \), \( \forall x \in \text{supp}(g), \hat{x} \in \text{supp}(h) \); also \( \text{supp}(h) := \text{supp}(g) \); and \( \hat{x} = x \), \( \forall x \in \text{supp}(g) \), almost surely; as well as \( h(x) = g(x) \), \( \forall x \in \text{supp}(g) \) (thereby inducing “rational expectations”). (More on this later.)

Lastly, we claim that the following property holds.

**Proposition 2** (Flexible Mean Property). Problem \( \mathcal{P} \) always admits the solution such that \( \mathbb{E}^h[\hat{x}] + \hat{\mu} = \mathbb{E}^g[x] \) (provided the latter exists) for any bias \( \hat{\mu} \in \mathbb{G} \), where \( \mathbb{G} \) is some sufficient (extension) field for \( \text{domain}(g) \).

Proof. Trivially, the information constraint restricts only the mutual information between
the random variables $x$ and $\tilde{x}$, which depends on the range but not the domain of probability
density functions.

Thus, Proposition 2 allows to treat the mean of the simplified random variable, $E^h[\tilde{x}]$, as
a free parameter in the formulation of problem $P^\tau$ and as some exogenously defined control
in the corresponding solution of Proposition 1.

In the following part, we apply the presented theoretical constructs to a suitable model
economy.
Arguably, the limitations on the complexity of the computations that agents are able to undertake, as well as the distortions in perception and the deviations of decisions from the optimal ones that may be induced by such limitations are germane to many situations with uncertain outcomes, and to investment choices in particular.

### 3.1 Investment portfolio choice problem

**Economic setup:** Consider the following economic setting, which is essentially a variation of Lucas (1978) tree model (also refer to Breeden, 1979). For an easier exposition, first we formulate a two-period model, and an infinite-horizon extension follows later.

A representative agent with a lifespan of two periods lives in an exchange economy with opportunities to invest competitively in 1 risk-free and \( K \) risky assets. Risky assets are composed of one-period-lived “trees”. The unit prices and quantities of shares in the risky trees purchased in period \( t \) are denoted by \( P_t \) and \( q_t \), respectively. The investments in them bring stochastic dividends \( D_{t+1} \), or “fruits”, at the beginning of period \( (t + 1) \). A \( K \)-sized random vector \( D_{t+1} \) is distributed, given \( D_t \), according to probability density function \( g_D(D_{t+1}|D_t) \). The risk-free asset is also composed of a one-period-lived tree. The unit price and quantity of shares in the risk-free tree purchased in period \( t \) are denoted by \( P_{0,t} \) and \( q_{0,t} \), respectively. The investments in it bring deterministic dividends \( D_{0,t+1} \), the same type of fruits as above, at the beginning of period \( (t + 1) \). A constant scalar \( D_{0,t+1} \) is normalized to 1 for all periods \( t \). The fruits are perishable, output can not be stored between periods. We denote by \( C_t \) the agent’s time-\( t \) consumption, and by \( u(C_t) \) his per-period utility function, assumed to have a constant relative risk-aversion form, that is discounted at subjective rate \( \beta \). This endowment economy comprises \( \hat{q} \), a strictly positive \( K \)-sized constant vector, of risky trees, whose shares are initially owned by the representative agent. A risk-free tree is
fictitious, the economy comprises \( q_0 = 0 \) of them, i.e., it exists in zero net supply and can be thought of as a cash credit technology.

**Problem:** The consumer-investor is interested in solving the following consumption and portfolio choice problem, \( \mathcal{P}_q \):

\[
\max_{C_t, \{q_{0,t}, q_t\}} \{ u(C_t) + \beta E_t^g [u(C_{t+1})] \} = \{ u(C_t) + \beta \int_{\mathbb{R}_+^K} u(C_{t+1}) g_D(D_{t+1}|D_t) dD_{t+1} \} \quad \{ \mathcal{P}_q \}
\]

subject to budget constraints

\[
C_t + P_{0,t}q_{0,t} + P_t^T q_t = q_{0,t-1} + (P_t + D_t)^T q_{t-1},
\]

\[
C_{t+1} = q_{0,t} + D_{t+1}^T q_t.
\]

control variables’ domain restriction \( C_t, \{q_{0,t}, q_t\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1} \), with \( \{q_{0,t-1}, q_{t-1}\} \) and \( D_t \) given, with \( u(C_t) = C_t^{1-\gamma}/(1-\gamma) \), and where \( g_D(D_{t+1}|D_t) \) is given.

In words, the representative agent chooses consumption and investment values that maximize his current and expected future utility that at the same time satisfy the budget constraints. The expectation is taken with respect to a given objective probability density function that defines the distribution of the stochastic fruit-dividends (which are produced by tree-assets the agents invests in, and which are then eaten as consumption goods).

**Infeasibility in general:** Using the notation introduced previously in §2, finding optimal solution to problem \( \mathcal{P}_q \) requires directly maximizing

\[
E_t^g [\varphi^g(x|\theta)] := u(W_t - \{P_{0,t}, P_t\}^T \theta) + \beta E_t^g [u([1 x]^T \theta)],
\]
with $W_t$ and $\{P_{0,t}, P_t\}$ known, as well as with $x := D_{t+1}$, and $\theta := \{q_{0,t}, q_t\}$.

Our consumer-investor is assumed to know (say, to have learned by time $t$) the structure of the problem, i.e., the exact specification of the utility function $u(\cdot)$, the felicity function $\varphi^\sharp(\theta, x)$, and the (stationary) distribution $g(x)$. Thus, the environment in terms of stochasticity is as primitive as possible. Nevertheless, in general the problem $P_q$ is infeasible to solve: potentially it violates the information processing capacity constraint. Even though the agent obtains $g(\cdot)$ as an input into the algorithm of Appendix §G, he may be unable to execute the full procedure.

Because of his limited information processing capacities—required to deal with random variables and, in particular, to form expectations about the functions of random variables—such an investor will necessarily have to use subjective “distorted” probability distributions instead of objective ones. The former are less costly, but leave room for certain discrepancies in the computations, and hence in the perceived landscape of the stochastic environment and the resulting investment decisions.

Therefore, the agent focuses instead on maximizing

$$
E^h_t [\varphi(\tilde{x} | \theta)] := u(W_t - \{P_{0,t}, P_t\}^T \theta) + \beta E^h_t [u([1 \tilde{x}^T] \theta)],
$$

where

$$h(\tilde{x}) \text{ solves } P_I \text{ given } d(x, \tilde{x}) \text{ and } \kappa.$$

To start with, note that the non-stochastic time-$t$ objects are unaffected. However, the latest formulation makes it clear that in solving the stochastic optimization problem, we are using the subjective probability density $h(\tilde{x})$ in place of the objective density $g(x)$, with the discrepancy between the two densities depending on the available information processing capacity $\kappa$. While the distortion function $d(x, \tilde{x})$ is chosen to be just some reasonable measure of distance between $\varphi^\sharp(x | \theta)$ and $\varphi(\tilde{x} | \theta)$. More explicit formulations can be found
3.2 Feasible investment portfolio choice problem

Problem: A feasible version of our consumption and investment problem would recognize that the information constraint may be binding, in contrast to the previous formulation that effectively assumes the constraint is not binding, or is “slack”. That is, the consumption and portfolio choice problem $P_q$ has to be combined with the informational problem $P_I$. This is done without loss of generality, but allows to relax the straitjacket discipline of the standard problem’s restrictions. The solution to the informational problem would provide an optimal (with respect to the distortion metric used) probability density function $h(\cdot)$, with respect to which the investment problem will in turn be solved.

Thus, a feasible version of the consumption and portfolio choice problem, $P_{qI}$, is formulated as follows:

$$\max_{C_t, \{q_{0,t}, q_t\}} \left\{ u(C_s) + \beta \mathbb{E}_t^h [u(C_{t+1})] \right\} = \left\{ u(C_s) + \beta \int_{\mathbb{R}_+^K} u(C_{t+1}) h(D_{t+1}|D_t) dD_{t+1} \right\} \{P_{qI}\}$$

subject to budget constraints

$$C_t + P_{0,t}q_{0,t} + P_t^Tq_t = q_{0,t-1} + (P_t + \hat{D}_t)^Tq_{t-1},$$

$$C_{t+1} = q_{0,t} + \hat{D}_{t+1}^Tq_t,$$

control variables’ domain restriction $C_t, \{q_{0,t}, q_t\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1}$, with $\{q_{0,t-1}, q_{t-1}\}$ and $\hat{D}_t$

1. Our understanding is that the solution to the informational problem $P_I$ has already been learned by time $t$ (e.g., calculated and made available in some effective analogue of abstract formal symbolic-like representation) or is just computationally easy relative to the solution of the unconstrained problem $P_q$. 

in Appendix §J.
given, with \( u(C_t) = C_t^{1-\gamma}/(1-\gamma) \), and where

\[
h_D(\hat{D}_{t+1}|\hat{D}_t) \text{ solves } \mathcal{P}_\mathcal{I} \text{ given } d(D_{t+1}, \hat{D}_{t+1}) \text{ and } \kappa,
\]

\[
g_D(D_{t+1}|D_t) \text{ is given.}
\]

The crucial difference from before is that in the feasible formulation of the consumption and portfolio choice problem the expectation is now taken with respect to the endogenous subjective probability density function for stochastic fruit-dividends, which itself has to be obtained as an optimal solution to the auxiliary informational problem. Also, note that in time \( t \), the subjective random variables coincide with their objective counterparts (almost surely), but we signify them with hats nevertheless to preserve notational succession across the time periods.

**Extension to infinite horizon:** The economic setting is modified so that a representative agent has an infinite lifespan. Risky assets are composed of infinitely-lived trees. They bring stochastic dividends \( D_{t+1} \) at the beginning of period \( (t+1) \). A \( K \)-sized random vector \( D_s \) follows a time-homogeneous (stationary) Markov chain defined by transition probability density function \( g_D(D_{s+1}|D_s) = g_D(D_{t+1}|D_t) \) for all periods \( s > t \). The risk-free asset is still composed of a one-period-lived tree. Its deterministic dividends \( D_{0,t+1} \) are normalized to 1 for all periods \( t \).

The formulations in terms of a sequence problem for both the infeasible as well as the feasible versions of this dynamic programming problem are available in Appendix §A. The Bellman equation corresponding to the infinite-horizon feasible problem, \( \mathcal{P}_{\mathcal{Q}I} \), is

\[
v(\{q_{0,t-1}, q_{t-1}\}, \hat{D}_t) = \max_{C_t, \{q_{0,t}, q_t\}} \left\{ u(C_t) + \beta E_t^h \left[ v(\{q_{0,t}, q_t\}, \hat{D}_{t+1}) \right] \right\}
\]

(PQI-1)
subject to

\[ C_t + P_{0,t} q_0 + P_t^T q_t = q_{0,t-1} + (P_t + \dot{D}_t)^T q_{t-1}, \quad (PQI-2) \]

domain restriction \( C_t, \{q_{0,t}, q_t\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1} \), with the same utility function specification, and where (spelling out the relationship to \( P_t \) explicitly)

\[
h_D(\dot{D}_{t+1}|D_t) := \int_{\text{supp}(g_D)} f(D_{t+1}, \dot{D}_{t+1}|D_t, \dot{D}_t) dD_{t+1}, \quad (PQI-3)
\]

\[
f_D(D_{t+1}, \dot{D}_{t+1}|D_t, \dot{D}_t) := \arg \left\{ \min f(\cdot, \cdot) \mathbb{E} \left[ d(v^*(\{q_{0,t}, q_t\}, D_{t+1}), v(\{q_{0,t}, q_t\}, \dot{D}_{t+1})) \right] \right\}, \quad \text{s.t. } I(g_D(D_{t+1}|D_t); h_D(\dot{D}_{t+1}|D_t)) \leq \kappa, \quad (PQI-4)
\]

\[ g_D(D_{t+1}|D_t) \text{ is given.} \quad (PQI-5) \]

Above we denote the maximum value function as \( v^*(\{q_{0,t-1}, q_{t-1}\}, D_t) \) for the infeasible/unconstrained case, and as \( v(\{q_{0,t-1}, q_{t-1}\}, \dot{D}_t) \) for the feasible/constrained case. Using the notation introduced earlier, now \( \varphi^*(x|\theta) := v^*(\theta, x) \) and \( \varphi(\hat{x}|\theta) := v(\theta, \hat{x}) \). Because the objective function incorporates an additional constraint, for a given \( \theta \)-parameter, \( \varphi(\hat{x}|\theta) \) lies weakly below the unconstrained \( \varphi^*(x|\theta) \), as does \( v(\theta, \hat{x}) \) relative to \( v^*(\theta, x) \).

The Bellman equation’s formulation is standard except that the probability density function \( h_D(\cdot) \) with respect to which it is defined stems from (PQI-4), the solution to auxiliary sub-problem \( P_T \).

Lastly, note that the environment in terms of dynamics and stochasticity is as primitive as possible, the agent solves the same problem again and again.\(^2\)

**Appropriate distortion function:** The solution to \( P_T \), referred to in (PQI-4), requires choosing some appropriate distortion function \( d(\cdot, \cdot) \). Specifying one that is both reasonable

\(^2\) Implicitly, in terms of Bayesian inference with regard to \( x \) and \( g(\cdot) \), we are in a degenerate situation with a “flat”, never-updated prior. The task of embedding non-trivial Bayesian updating into our framework, particularly into algorithm of Appendix §G, is outside the scope of this dissertation.
in terms of the objective of larger problem $P_{QI}$, and convenient to work with analytically, is a laborous task that we attend to next. Besides somewhat technical arguments, an important intermediate result we show below is a pessimistic downward adjustment of the mean of the approximating distribution, which is required in order to compensate for the latter’s lower entropy (and variance).

Define the new variables, $W_{t+1}$ (for wealth, cum dividend), $R_{0,t+1}$ and $R_{t+1}$ (gross returns), as well as, to avoid any confusion, $y_{0,t}$ and $y_{t}$ (nominal investments):

\begin{align*}
W_{t+1} &:= q_{0,t} + (P_{t+1} + D_{t+1})^T q_t =: \\
&=: P_{0,t} R_{0,t+1} y_{0,t} + (\text{diag}(P_t) R_{t+1})^T q_t =: \\
&=: R_{0,t+1} y_{0,t} + R_{t+1}^T y_t; \
\end{align*}

and similarly $\hat{W}_{t+1}$, $\hat{R}_{t+1}$.

Now, restrict the stochastic processes considered to independent identically distributed random variables (rather than Markovian), that is $g_R(R_{t+1}|R_t) := g_R(R_{t+1})$. Furthermore, assume the log-Normality of the returns, i.e., $g_R(R_{t+1})$ is $\mathcal{N}(\mu_r, \Sigma_r)$; for log-returns $r_{t+1} := \ln R_{t+1}$ (also reserving $r_{0,t+1} := \ln R_{0,t+1}$) this means

\[ g_r(r_{t+1}) \text{ is } \mathcal{N}(\mu_r, \Sigma_r) \] (3.4)

(we will “reverse-engineer” later what $g_D(D_{t+1}|D_t)$ this requires).\(^3\)

Realize that the value function has the following form:

\[ v^\sharp(q_{0,t}, q_t, D_{t+1}) = A (W_{t+1})^{1-\gamma}, \] (3.5)

where $A := (1 - \beta)^{-\gamma}/(1 - \gamma)$; and analogously $v(q_{0,t}, q_t, \hat{D}_{t+1})$.\(^4\)

---

3. A parametric log-Normal probability distribution is assumed here for analytical convenience, it is just a theoretical proxy for some non-parametric distribution dealt with in practically relevant problems.

4. We abstract away from the special fact that in the general equilibrium of this particular exchange
Thus, a reasonable choice for the distortion function in the sense of $L^2$ norm (squared) would be $d(r_{t+1}, \hat{r}_{t+1}) := ||v^\sharp(q_{0,t}, q_t, D_{t+1}) - v^\sharp(q_{0,t}, q_t, \hat{D}_{t+1})||_2^2$. However, given the CRRA functional form, we modify it to

$$d(r_{t+1}, \hat{r}_{t+1}) := \frac{1}{(1-\gamma)^2} || \ln |v^\sharp(q_{0,t}, q_t, D_{t+1})| - \ln |v^\sharp(q_{0,t}, q_t, \hat{D}_{t+1})| ||_2^2 =$$

$$= (\ln W_{t+1} - \ln \hat{W}_{t+1})^2.$$  (3.6)

It is worth saying explicitly that a distortion function so formulated is appropriate with regard to its economic grounding (a well-defined distance measure in felicity terms), but it also reflects some discretion with regard to the norm ($L^2$, squared) and the transformation (logarithmic) used.

Next, we produce an adaptation of the above formulation of the distortion function that is, for our purposes, more convenient to use.

**Proposition 3 (Distortion Function).** The above distortion function, in the context of problem $\mathcal{P}_{QT}$ and given the distributional assumptions, can be reformulated as follows:

$$d(r_{t+1}, \hat{r}_{t+1}) = (\ln W_{t+1} - \ln \hat{W}_{t+1})^2 \approx$$

$$\approx (\omega_t^T (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r))^2,$$  (P3-1)

where

$$\omega_t := \text{diag}(P_t)q_t / W_t$$

is a K-vector of the shares of wealth invested in risky assets, while the mean $\hat{\mu}_r$ of the simplified random variable $\hat{r}_{t+1}$ equals

$$\hat{\mu}_r := \mu_r + \hat{\mu}_r,$$  (P3-2)

economy, $v(\cdot)$ actually attains and equals $v^\sharp(\cdot)$ identically.
and where
\[ \hat{\mu}_r := \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2}(\Sigma_r - \hat{\Sigma}_r)\omega_t, \quad (P3-3) \]
is a bias term, with \( \hat{\Sigma}_r \) denoting the variance-covariance matrix for \( \hat{r}_{t+1} \).

Under an additional assumption about the timing of an update of vector \( \omega_t \) (the requirement to minimize maximum loss), the following refinement can be made:

\[
(\omega_t^T(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r))^2 \propto (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r(\hat{\omega}_t))^T(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r(\hat{\omega}_t)) =: \]
\[
= d(r_{t+1}, \hat{r}_{t+1}), \quad (P3-4)
\]
where
\[
\hat{\mu}_r(\hat{\omega}_t) := \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r)(1 - \hat{\omega}_t) =
\]
\[
= \frac{1}{2} \text{diag}(\sigma_{r,1}^2, \sigma_{r,K}^2 - \sigma_{r,K}^2(1 - \hat{\omega}_t)) \quad (P3-5)
\]
is another bias term, with \( \hat{\omega}_t \) denoting the total share of wealth invested in risky assets, i.e.,

\[ \hat{\omega}_t := 1^T \omega_t. \]

Proof. See Appendix §F.2.

The function \( \text{diag}^{-1}(\cdot) \) above is an inverse of the function \( \text{diag}(\cdot) \), where the latter takes as an argument a vector and returns a diagonal matrix with a given vector’s elements on the main diagonal, hence the former takes a diagonal (or just square) matrix and returns a column vector with the main diagonal’s elements of a given matrix. Also, from now on the elements of a matrix are denoted with the same letter as the matrix but in lowercase.

An important intermediate result stated in the Proposition above is that in order to cancel out the effect on the wealth dynamics (our ultimate benchmark) of replacing the original
variance, \( \Sigma_r \), with the simplified variance, \( \tilde{\Sigma}_r \), and thus to ensure the expected growth rate of the simplified log-wealth, \( \ln \tilde{W}_{t+1} \), equals that of the original log-wealth, \( \ln W_{t+1} \), we also must adjust the mean of the simplified random variable, \( \hat{\mu}_r \), as shown in equation (P3-2). The corresponding bias term \( \hat{\mu}_r \) consists of two sub-terms (equation P3-3).

The first (on the RHS of equation P3-3), rather technical one, is an artefact of the continuous-time approximation based on the (geometric) Brownian motion. It ensures that the expected return on the simplified and original wealth would coincide if the simplified wealth indeed followed the dynamics captured by the simplified variance; hence it can be viewed as a term setting the “origin” point.

The second one (on the RHS of equation P3-3) is more intuitive. It adjusts the mean downward from the origin (for positive risky investments) with the magnitude of the adjustment increasing in the share of wealth invested as well as in the size of the discrepancy between the original and simplified variances (a non-negative quantity, as shown later in §3.3); hence it can be viewed as a term imposing “pessimism”. While also being a byproduct of the continuous-time approximation undertaken in the derivations above, the second adjustment term entails a downward shift in the expectation of log-return \( \hat{r}_{t+1} \) and effectively adopts a conservative view at the potential investment opportunities.

Remark 1 (Decision Rule- vs. Subjective Perception-Adjustment). A more direct way of correcting for the difference between the original and simplified variances is to adjust the decision rules (i.e., policy functions dictating the choice of control variables \( C_t, \{q_{0,t}, q_t\} \)) rather than the subjective perception (i.e., the mean of the simplified distribution \( \hat{\mu}_r \)). Adjusting the decision rules shifts control variables \( C_t, \{q_{0,t}, q_t\} \) directly; which takes extra \((K + 1)\) adjustment parameters. Adjusting the mean shifts control variables \( C_t, \{q_{0,t}, q_t\} \) indirectly, by affecting the state variables \( \{q_{0,t-1}, q_{t-1}\}, \tilde{D}_t \), and the chosen subjective probability density \( h_D(\tilde{D}_{t+1}|\tilde{D}_t) \), via \( h_r(\hat{r}_{t+1}) \), that control variables are functionally dependent on; which takes extra \( K \) adjustment parameters. Reasoning in terms of degrees of freedom, the latter
option, with its lower number of adjustment parameters, is (weakly) more restrictive.

Therefore, we are dealing with a simplified distribution \( h_r(\hat{r}_{t+1}) \) that is biased, but biased in an optimal, expected distortion-minimizing way (see Appendix §F.2.1). For example, in the case of one risky asset that is the sole constituent of the investment portfolio (i.e., \( \omega_t = 1 \)), the term setting the origin places the mean as if the risky asset is driven by a stochastic process that is determined by the simplified rather than the true variance (effectively matching the expected values of simplified and true returns, \( E^h_t[\hat{R}_{t+1}] = E^g_t[R_{t+1}] \)), while the pessimism term guarantees that the simplified mean does not depart from the true one (thus, matching the means \( \hat{\mu}_r = \mu_r \)). This results in the subjective expected return on the simplified portfolio being pessimistically biased and undershooting its objectively expected level (that is, \( E^h_t[\hat{W}_{t+1}/W_t] = E^h_t[\hat{R}_{t+1}] = \exp(\hat{\mu}_r + 0.5\hat{\Sigma}_r) < \exp(\mu_r + 0.5\Sigma_r) = E^g_t[R_{t+1}] = E^g_t[W_{t+1}/W_t] \)), but it actually ensures optimality in the end.

**Remark 2** (Computational Benefits of Mean Adjustment). *It may seem unreasonable to reduce information processing costs by using an approximating random variable with a simplified variance instead of the original one only to increase the burden down the line by necessitating the manipulations with the bias term (another kind of infinite regress critique). The reason the proposed approach works is because (conditionally on \( \Sigma_r, \hat{\Sigma}_r \) and \( \omega_t \)) the bias term \( \mu_r \) is a non-stochastic object and possesses zero (in discrete case, \( -\infty \) in continuous case) entropy, hence manipulating it is less computationally intensive than it is in the case of stochastic objects; e.g., consider the summation operations required to implement integration. (It can also be understood from a measure-theoretic standpoint as an issue of dimensionality: the stochastic objects (i.e., random variables as measurable functions from a space of outcomes to a measurable space) are characterized by a non-trivial profile on the corresponding measurable space, while zero-entropy objects (i.e., fixed constants) have a flat profile—if singletons, otherwise flat except a single atom—and the corresponding space is in some sense degenerate.)*

---

5. The author thanks Michael Woodford for raising this issue.
An additional assumption, required only for $K > 1$ cases, that disciplines the optimization-related information-processing and prohibits the dependence of $d(r_{t+1}, \hat{r}_{t+1})$ on $\omega_t$ (by replacing the dependence on exact $\omega_t$ with agnostic motive of minimization of maximum loss for any possible $\omega_t$) allows to deduce a reasonable yet operationally applicable distortion function given in equation (P3-4). It produces a convenient sum-of-squares formulation for suitably translated (bias-corrected) differences between the true and approximated log-returns. This finalizes the operational definition of the distortion function we are going to use for the informational sub-problem of problem $\mathcal{P}_{QI}$.

**Decorrelation via coordinate change:** Part of our solution method relies on random variables being uncorrelated. This is implemented by transforming coordinates to the principal axes of the variance-covariance matrix, represented by its eigenvectors.

Thus, define the transformed random variables and parameters as

\[ x := \Xi^\top r_{t+1}, \quad (3.7) \quad \hat{x} := \Xi^\top \hat{r}_{t+1}, \quad (3.8) \quad \hat{\mu}(\hat{\omega}_t) := \Xi^\top \hat{\mu}_r(\hat{\omega}_t), \quad (3.9) \]

where $\Xi$ is a square matrix with eigenvectors in its columns that is obtained from eigendecomposition (or diagonalization) of matrix $\Sigma_r$.\(^7\) The eigendecomposition procedure, $\mathcal{P}_\Xi$, implies the following relationships:

\[ \{\Sigma, \Xi\} := \text{eigendecompose}(\Sigma_r); \quad \{\mathcal{P}_\Xi\} \]

---

6. Note that for any vector $\hat{\mu}_r(\hat{\omega}_t)$, the refined distortion function does not depend on the scalar $\hat{\omega}_t$; in other words, given the bias term $\hat{\mu}_r(\hat{\omega}_t)$, the solution to the informational problem is invariant to the chosen value of the bound $\hat{\omega}_t$. This fact will be put to work later.

7. In terms of Appendix §G’s algorithm, our understanding is that this transformation is performed when solving the informational problem before the Generating codebook step of the algorithm presented in Appendix §G (the inverse transformation may be conducted either before or after maximizing the objective function in the process of solving the consumption and portfolio choice problem).
Proposition B.1 in Appendix §B states that the decorrelating transformation which facilitates our subsequent solution is innocuous.

**Equilibrium:** An equilibrium of the economy formed by the exogenously given economic setting described in §3.1 and the endogenously chosen optimal solutions to the feasible problem $\mathcal{P}_{QI}$ is a collection of a continuous price function $\{P_0(D_t), P(D_t)\} : \mathbb{R}_+^K \mapsto \mathbb{R}_+^{K+1}$, a continuous and bounded value function $v(\{q_{0,t-1}, q_{t-1}\}, D_t) : \mathbb{R}_+^{K+1} \times \mathbb{R}_+^K \mapsto \mathbb{R}$, and an absolutely continuous joint probability distribution function $F_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t) : \mathbb{R}_+^K \times \mathbb{R}_+^K \mapsto [0,1]$ such that:

(i) [consumption and investment optimality] Bellman equation (PQI-1) subject to the budget constraint (PQI-2), control variable’s domain restriction, no-Ponzi-schemes constraint and with given utility function specification is satisfied;

(ii) [consumption and investment coherence] goods and asset markets clear, i.e.,

$$C_t = \hat{q}^\top D_t, \quad q_t = \hat{q}, \quad q_{0,t} = \hat{q}_0;$$

(iii) [informational optimality] joint probability density function $f_r(r_{t+1}, \hat{r}_{t+1})$ solves (utilizing the decorrelating transformation) the informational problem $\mathcal{P}_I$ with $g_r(r_{t+1})$ as the true density and $\kappa$ as the information processing capacity;

(iv) [informational coherence] probability density functions for dividends $f_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t)$ (referred to in equation PQI-4), $g_D(D_{t+1}|D_t)$ (referred to in PQI-5) and $h_D(\hat{D}_{t+1}|\hat{D}_t)$ (referred to in PQI-3) are consistent with the densities for returns $f_r(r_{t+1}, \hat{r}_{t+1})$, $g_r(r_{t+1})$ and $h_r(\hat{r}_{t+1})$, also the correlated random variables’ densities $f_r(r_{t+1}, \hat{r}_{t+1})$, $f_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t)$, $g_D(D_{t+1}|D_t)$ and $h_D(\hat{D}_{t+1}|\hat{D}_t)$ are consistent with the densities for returns $f_r(r_{t+1}, \hat{r}_{t+1})$, $g_r(r_{t+1})$ and $h_r(\hat{r}_{t+1})$. 

$$\Sigma = \begin{bmatrix} \sigma_1^2 & 0 \\ \vdots & \ddots \\ 0 & \sigma_K^2 \end{bmatrix}, \quad \Sigma_r = \Xi \Xi^{-1}, \quad \Xi^\top = \Xi^{-1}.$$
$g_r(r_{t+1})$ and $h_r(\hat{r}_{t+1})$ are consistent with the decorrelated variables’ densities $f(x, \hat{x})$, $g(x)$ and $h(\hat{x})$, i.e., $\forall D_{t+1}, \hat{D}_{t+1} \in \mathbb{R}_+^K$:

$$f_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t) = f_r(r_{t+1}, \hat{r}_{t+1}) = f_r(\Xi x, \Xi \hat{x}) = f(x, \hat{x}),$$

$$g_D(D_{t+1}|D_t) = g_r(r_{t+1}) = g_r(\Xi x) = g(x),$$

$$h_D(\hat{D}_{t+1}|\hat{D}_t) = h_r(\hat{r}_{t+1}) = h_r(\Xi \hat{x}) = h(\hat{x}).$$

A policy function determining the optimal investment in tree shares $q(q_{0,t-1}, q_{t-1}, \hat{D}_t)$ could be added to the list of equilibrium objects, but it is a constant function that is identically equal to $\hat{q}$ because the considered economy is an autarky. Although not made explicit, the informational coherence equations subsume the Jacobians of the transformations.

Note that the conditions (iii) and (iv) replace the traditional rational expectations assumption (Lucas, 1978). Otherwise, the notion of equilibrium is standard. The existence of an equilibrium is proven by constructing its instance and solving the model.

### 3.3 Solution

The consumption and investment segment of the larger problem is fairly standard, so here we only focus on the crucial elements of the informational part, benefiting from the clearly segregated formulations of these two sub-problems. (The full solution to the feasible consumption and portfolio choice problem $\mathcal{P}_{\mathcal{Q}_{\mathcal{T}}}$ is available in Appendix §C.)

Taking the general solution to $\mathcal{P}_{\mathcal{T}}$ from Proposition 1, exploiting the flexible mean property due to Proposition 2, using the (refined) distortion function from Proposition 3, and applying decorrelating transformation allowed by Proposition B.1 yields:

$$f(x|\hat{x}) = \exp\left(\frac{1}{\lambda} \nu(x, \hat{x}) - \frac{1}{\lambda} \mu(x) - \frac{1}{\lambda} (x - \hat{x} + \hat{\mu}(\hat{\omega}_t))^\top (x - \hat{x} + \hat{\mu}(\hat{\omega}_t))\right), \quad \forall \hat{x} \in \text{supp}(h).$$

(3.10)

Given our knowledge about the probability distribution of $x$, we can solve for the whole stochastic structure of the relationship between $x$ and $\hat{x}$, as shown in the following Proposition. But an attentive reader has already spotted the kernel of a Gaussian probability density
function in the last equation, which suggests the direction of our subsequent exploration and explains the labor we put into specification of the distance function.

**Proposition 4** (Specific Solution to Informational Problem). *Let the general solution to the informational problem, which is specialized to the chosen distortion function and accounts for the decorrelating transformation, be given by the conditional probability density function \( f(\mathbf{x}|\tilde{\mathbf{x}}) \) from (3.10), where the random vector \( \mathbf{x} \sim \mathcal{N}(\mathbf{\mu}, \mathbf{\Sigma}) \), with the constant vector \( \mathbf{\mu} \) implicitly defined via (3.7) and the matrix \( \mathbf{\Sigma} \) described in the relationships \( \mathcal{P}_{\mathbb{Q}} \).

Then, the specific solution to the informational problem can take one of two forms, depending on the magnitude of information processing capacity \( \kappa \) (i.e., tightness of shadow price/Lagrange multiplier on information constraint \( \lambda \)):

(a) Interior solution (“large” \( \kappa \), “small” \( \lambda \)).

\[
f(\mathbf{x}|\tilde{\mathbf{x}}) = (2\pi)^{-\frac{K}{2}} \left| \frac{\lambda}{2} \mathbf{I}_K \right|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (\mathbf{x} - \tilde{\mathbf{x}} + \hat{\mathbf{\mu}}(\tilde{\omega}_t))^\top \left( \frac{\lambda}{2} \mathbf{I}_K \right)^{-1} (\mathbf{x} - \tilde{\mathbf{x}} + \hat{\mathbf{\mu}}(\tilde{\omega}_t)) \right),
\]

\[\forall \tilde{\mathbf{x}} \in \mathbb{R}^K;\]

\[\mathbf{x} = \hat{\mathbf{x}} - \hat{\mathbf{\mu}}(\tilde{\omega}_t) + \epsilon,\]

where

\[\epsilon \sim \mathcal{N}(0, \Psi), \quad \Psi = \frac{\lambda}{2} \mathbf{I}_K,\]

\[\hat{\mathbf{x}} \sim \mathcal{N}(\hat{\mathbf{\mu}}(\tilde{\omega}_t), \hat{\mathbf{\Sigma}}), \quad \hat{\mathbf{\Sigma}} = \mathbf{\Sigma} - \Psi;\]

\[\lambda = 2 \left( e^{-2\kappa|\mathbf{\Sigma}|} \right)^{\frac{1}{K}}.\]

Interior solution is valid if the following condition holds: \( \sigma_k^2 > \frac{\lambda}{2}, \forall k \in \{1, \ldots, K\} \).
(b) Boundary solution ("small" $\kappa$, "large" $\lambda$).

$$f(x|\hat{x}) = (2\pi)^{-\frac{K}{2}} |\Psi|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(x - \hat{x} + \mu(\tilde{\omega}_t))\Psi^{-1}(x - \hat{x} + \mu(\tilde{\omega}_t))\right),$$

$$\forall \hat{x} \in \text{supp}(h);$$

$$x = \hat{x} - \mu(\tilde{\omega}_t) + \epsilon,$$

where

$$\epsilon \sim \mathcal{N}(0, \Psi), \qquad \Psi = \begin{bmatrix}
\lambda/2 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \lambda/2 & 0 & \cdots & 0 \\
0 & \cdots & 0 & \sigma_{k^*+1}^2 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 0 & \sigma_K^2
\end{bmatrix},$$

$$\hat{x} \sim \mathcal{N}(\mu(\tilde{\omega}_t), \hat{\Sigma}), \quad \hat{\Sigma} = \Sigma - \Psi;$$

$$\{\sigma_k^2\}_K^2 := \text{sortdescending}(\{\sigma_k^2\}_K^2),$$

$$k^* := \arg \min_{k \in \{1, \ldots, K\}} \{\sigma_k^2 | \sigma_k^2 > \frac{\lambda}{2}\},$$

$$\lambda = 2 \left(e^{-2\kappa \sigma_{k^*+1}^2} \cdots \sigma_K^{-2} |\Sigma|\right)^{\frac{1}{K^*}}.$$  

(The last $(K - k^*)$ elements of vector $\hat{x}$ are to be understood as deterministic scalars, or alternatively as Dirac delta functions centered at $\{\hat{\mu}_{k^*+1}(\tilde{\omega}_t), \ldots, \hat{\mu}_K(\tilde{\omega}_t)\}$ at a cost of abusing the notation when dealing with their Radon-Nikodym derivatives.)

Boundary solution is valid if the following condition holds: $\exists k \in \{1, \ldots, K\} : \sigma_k^2 \leq \frac{\lambda}{2}.$

Proof. See Appendix §F.4.
The qualifiers ‘interior’ and ‘boundary’ in the formulation of the above Proposition should be understood in relation to the Cartesian product set $\prod_{1}^{K} [0, \sigma_k^2]$. Figure 3.1 illustrates the (relatively more general) “reverse water-filling” logic of the boundary solution of Proposition 4. Consider a situation when information processing capacity $\kappa$ is large enough so that information constraint does not bind: then the corresponding Lagrange multiplier $\lambda$ is 0; elements on the diagonal of the variance-covariance matrix for approximation error $\Psi$ are all 0, $\psi_k^2 = 0$, $\forall k \in \{1, \ldots, K\}$; while diagonal elements of the variance-covariance matrices $\hat{\Sigma}$ and $\Sigma$ are equalized, $\hat{\sigma}_k^2 = \sigma_k^2$, $\forall k \in \{1, \ldots, K\}$. If $\kappa$ decreases and the information constraint starts to bind, initially the following happens: $\lambda$ increases; $\psi_k^2$ rises slightly but remains equal for all $k$; while $\hat{\sigma}_k^2$ equal the difference between $\sigma_k^2$ and the level of $\psi_k^2$ for all $k$. If $\kappa$ decreases even further, a qualitative change in the picture occurs, and we move from the interior to the boundary solution case: at some point $\lambda$ increases enough for $\psi_k^2$ to catch up with the lowest $\sigma_k^2$ and the corresponding $\hat{\sigma}_k^2$ to become 0; then the remaining $\psi_l^2$ for $l \neq k$ depart from $\psi_k^2$ and continue to rise, so that the “reverse water-filling” process goes on for the rest of $\hat{\sigma}_l^2$. And so on.

From the information-processing perspective, $\sigma_k^2$ represent the total information available for processing, $\hat{\sigma}_k^2$ represent the information that is actually processed, while $\psi_k^2$ represent...
the information that is omitted and constitutes the approximation errors. As information processing capacity decreases, the information omissions disproportionately affect the data dimensions with low informational content (small eigenvalues $\sigma_k^2$).

The above configuration of the solution is not just a technical attribute, but also has deep economic implications.

**Corollary 1 (Specific Solution to Informational Problem: Dispersion Folding).** The specific solution to the informational problem, as given in the statement of Proposition 4, is characterized by the folded dispersions (or collapsed randomness/distributions) of the less volatile components of random vector $\hat{x}$ in the boundary solution case. I.e., the corresponding subjective variances become 0:

$$\sigma_k^2 = 0, \; \forall k > k^*. $$

**Proof.** Immediate from Proposition 4.

Considering (the more revealing case here) of boundary solution, the role of simplification is manifested in dropping some of the random variables’ dimensions (or the random variables themselves, if they are uncorrelated) from the agent’s approximation. Due to the effects of entropy/variance reduction culminating in its “folding” or “collapse”/“contraction”, such random variables’ dimensions are replaced with non-stochastic objects, that is by their—sufficiently biased—means (cf. the sparsity logic of Gabaix, 2014a).

Intuitively, in the case of two uncorrelated random variables (alternatively, two random variables’ dimensions) $x_1$ and $x_2$, according to Corollary 1 as the “folded” random variable (dimension) $\hat{x}_2$ effectively becomes non-stochastic, a simple univariate (one-dimensional)
approximating model based on $\hat{x}_1$ emerges subjectively.

For example, consider a vineyard: a garden planted with both mature and young grapevines (think of them as two different “trees”, each representing an aggregate of identical vines). The formers’ “payoff” is determined by their exposure to light and humidity conditions, while the latters’ by their time to first harvest and healthiness of the development; hence, the two are uncorrelated. If the young vines are also few in number, a binding capacity constraint may lead to total disregard of the presence of these less important (and thus barely worth spending capacity on) vines.

Taking a slightly more involved case of correlated random variables, five different grapes may be perfectly characterized by such attributes as their acidity, body, flavor (say, spice), sugar and tannin levels. Here, a binding capacity constraint may result in focusing on the most crucial attributes (say, acidity, body and sugar levels) and ignoring the rest (flavor and tannin levels). (Corollary 2 develops this theme a little further.)

The results of Proposition 4 in economically interesting terms such as returns, i.e., after the inversion of the decorrelating transformation, are presented in the subsequent Proposition 5.

**Proposition 5** (Specific Solution to Informational Problem: Representation in Economic Terms). *The specific solution to the informational problem given in the statement of Proposition 4 can be equivalently represented in terms of returns. In particular, the following decomposition is valid:*

$$\mathbf{r}_{t+1} = \hat{\mathbf{r}}_{t+1} - \hat{\mathbf{\mu}}_r(\hat{\Sigma}_t) + \mathbf{e}_{r,t+1}, \quad \forall \mathbf{r}_{t+1} \in \mathbb{R}^K,$$

*also producing*

$$\Sigma_r = \tilde{\Sigma}_r + \Psi_r, \quad \forall \Sigma_r \text{ that is } K \times K \text{ positive semi-definite},$$
where

\[ \hat{r}_{t+1} \sim \mathcal{N}(\hat{\mu}_r(\tilde{\omega}_t), \hat{\Sigma}_r), \]
\[ \epsilon_{r,t+1} \sim \mathcal{N}(0, \Psi_r), \]

with \( \hat{\mu}_r(\tilde{\omega}_t) \) and \( \hat{\mu}_r(\tilde{\omega}_t) \) given by Proposition 3, as well as with \( \hat{\Sigma}_r \) and \( \Psi_r \) defined as

\[ \hat{\Sigma}_r := \Xi \Xi^{-1}, \quad \Psi_r := \Xi \Xi^{-1} \]

basing on the results of Proposition 4.

**Proof.** See Appendix §F.5.

Moreover, arguments in Appendix §C.3 allow to replace \( \hat{\mu}_r(\tilde{\omega}_t) \) and \( \hat{\mu}_r(\tilde{\omega}_t) \) with, respectively, \( \hat{\mu}_r \) and \( \hat{\mu}_r \) in the statement of Proposition 5 (as well as in Proposition 4).\(^9\)

To sum up, Proposition 3 demonstrates the appropriateness of our approximation procedure and allows to derive the normality of \( \hat{r}_{t+1} \) with the subsequent decomposition equations of Propositions 4–5, providing us with great analytical convenience; while Appendix §C.3 ensures that approximation accuracy result from Proposition 3 has not been lost in the process.

There are two main economic results in Proposition 5: (i) due to simplification of \( \hat{\Sigma}_r \), the variance-covariance matrix of the simplified log-returns \( \hat{r}_{t+1} \), is smaller than \( \Sigma_r \), its counterpart for the original log-returns \( r_{t+1} \) (i.e., the difference \( \hat{\Sigma}_r - \Sigma_r \) is a negative semi-definite matrix); (ii) as compensation for the simplification above, \( \hat{\mu}_r \), the mean of \( \hat{r}_{t+1} \),

---

\(^9\) There are also a couple of minor technical details of note. To aid subsequent analysis, it may be worthwhile highlighting that in the interior solution case the variance-covariance matrix of approximation errors for returns is again diagonal and remains unchanged: \( \Psi_r = \Psi \). Another revealing result in the interior solution case is that the optimal mean bias term defined in Proposition 3.1, \( \bar{\mu}_r \), takes the form conformable with the bias term from Proposition 3.3, \( \bar{\mu}_r(\tilde{\omega}_t) \): 

\[ \bar{\mu}_r = \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) \odot (1 - \omega), \]

where \( \odot \) denotes the Hadamard product.
is biased toward pessimism in comparison to $\bm{\mu}_r$, its counterpart for $\bm{r}_{t+1}$. Both results are obtained endogenously and follow from §3.2.

In addition to the claim that $\Sigma_r$ is smaller than $\Sigma_r$, there are more facets to this attribute of the solution.

**Corollary 2** (Specific Solution to Informational Problem: Correlation Inflation). The specific solution to the informational problem represented in economic terms, as given in the statement of Proposition 5, is characterized by:

(a) The inflated correlations between the elements of $\hat{\bm{r}}_{t+1}$ relative to those for the elements of $\bm{r}_{t+1}$ in the interior solution case. I.e., the generic correlation coefficient’s subjective version moves away from its objective value towards 1 (or −1):

$$|\hat{\rho}_{r,kl}| \geq |\rho_{r,kl}|, \quad \forall k, l \in \{1, \ldots, K\};$$

which can be seen directly in the relationship

$$\hat{\rho}_{r,kl} = \rho_{r,kl} \times \frac{\left(\sum_{m=1}^{K} \xi_{km}^2 \sigma_m^2\right)^{1/2}}{\left(\sum_{m=1}^{K} \xi_{km}^2 \sigma_m^2 - \psi_1^2\right)^{1/2}} \times \frac{\left(\sum_{m=1}^{K} \xi_{lm}^2 \sigma_m^2\right)^{1/2}}{\left(\sum_{m=1}^{K} \xi_{lm}^2 \sigma_m^2 - \psi_1^2\right)^{1/2}}, \quad \forall k, l \in \{1, \ldots, K\},$$

where

$$\psi_1^2 := (e^{-2\kappa |\Sigma|})^{1/2} < \min_{m \in \{1, \ldots, K\}} \sigma_m^2, \quad \sum_{m=1}^{K} \xi_{km}^2 = 1, \quad \forall k \in \{1, \ldots, K\}.$$

(b) Either inflated or shrinking correlations between the elements of $\hat{\bm{r}}_{t+1}$ relative to those for the elements of $\bm{r}_{t+1}$ in the boundary solution case. I.e., the generic correlation coefficient’s subjective version may move away from its objective value either toward 0 or 1 (−1):

$$|\hat{\rho}_{r,kl}| \geq |\rho_{r,kl}|, \quad \forall k, l \in \{1, \ldots, K\};$$
Proof. See Appendix §F.7.

In spite of the ambiguous result for the specific correlation coefficients—and even that only for the boundary solution case—the region of the parameter space affected by such indeterminacy is (loosely speaking) “small”. Because, together with the shrinking diagonal variance terms, inflation of the off-diagonal covariance terms contributes to achieving a variance-covariance matrix $\hat{\Sigma}_r$ smaller than $\Sigma_r$—mechanics that apply both to the interior and boundary solution cases, thus making the “correlation inflation” outcome robust. Furthermore, note that the reduced variances and biased correlations are the reflections of the trade-off allowed by the information processing capacity constraint (2.3).

Intuitively, Corollary 2 shows how the inflation of the correlations between the elements of $\hat{r}_{t+1}$ as compared to the correlations between the elements of $r_{t+1}$ emerges subjectively; which effectively leads to further attraction of the positively correlated elements and the repulsion of the negatively correlated ones that ultimately results in the pooling of the random vector’s components into relatively detached categories.\(^\text{10}\)

For example, think of Cabernet Sauvignon, Pinot Noir and Shiraz grapevines being pulled together into one category, Pinot Grigio and Sauvignon Blanc grapevines into another category, and with two categories of plants being pushed apart as very distinct kinds of capital goods—say, “red” vs. “white”—that are characterized by different attributes.

---

\(^{10}\) In computational cognitive science, as neural network models undergo supervised learning to perform categorization tasks, they demonstrate an emergent property of categorical perception: the latter is characterized by within-category compression and between-category separation, similarly to the “correlation inflation” effect above. For details, see Tijsseling and Harnad (1997), Damper and Harnad (2000).
CHAPTER 4
DISCUSSION

4.1 Theoretical results

The information processing capacity \( \kappa \) that is low enough to make the information constraint (2.3) binding induces a subjective probability measure \( h(\cdot) \) that is different from the objective measure \( g(\cdot) \). Using the former in place of the latter for making decisions under risk is less computationally burdensome, but at the same time biases the decision-making environment in a certain, predictable direction. Although this discrepancy may give rise to decision outcomes deviating from the unconstrained, “rational expectations” alternative, constrained optimality (offered by the solution to the feasible problem \( \mathcal{P}_{Q^I} \)) is still within reach as long as optimal adjustments are made. Figure 4.1 illustrates the differences between the objective landscape of the stochastic environment and the subjective perspective on this stochastic landscape for a case with two risky assets (under condition that the necessary adjustments are indeed undertaken).

One key result can be viewed as the effective “overconfidence”. Because of the constraint on utilized information processing capacity, the subjective probability measure \( h(\cdot) \) is characterized by lower entropy than the objective probability measure \( g(\cdot) \), i.e., the former is a coarser version of the latter. In our case (with log-normal payoffs), the entropy reduction is achieved solely by decreasing the variance of the relevant random variables. Specifically, the variance decomposition equation from Proposition 5 implies that \( \tilde{\Sigma}_r \), the variance-covariance matrix of \( \tilde{r}_{t+1} \), is smaller than \( \Sigma_r \), its counterpart for \( r_{t+1} \) (the difference is a negative semi-definite matrix). This is reflected in Figure 4.1 by the relatively more peaked probability densities in the right panel.

An additional important result can be viewed as necessary “pessimism”. In order to compensate for this entropy-reducing (hence, variance-decreasing in our case) simplification, the means of approximating random variables have to be adjusted. Thereby, a biased second
Figure 4.1: Objective and subjective probability densities, two risky assets
(parameterizations used are $R_{t+1} \sim \log \mathcal{N}(\mu_r, \Sigma_r)$, $r_{t+1} \sim \mathcal{N}(\mu_r, \Sigma_r)$,
$\mu_r = [0.10; 0.20]$, $\Sigma_r = [0.10, 0.08; 0.08, 0.16]$, $E_T[R_{t+1}] = [1.16; 1.32]$ (left panel);
and, for $\kappa = 1$ nat $\approx 1.44$ bits with $\omega_r = [0.5; 0.5]$, 
$\hat{R}_{t+1} \sim \log \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r)$, $\hat{r}_{t+1} \sim \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r)$,
$\hat{\mu}_r = [0.11; 0.21]$, $\hat{\Sigma}_r = [0.06, 0.08; 0.08, 0.12]$, $E_T[R_{t+1}] = [1.15; 1.31]$ (right panel)).
moment necessitates a compensating bias in the first moment. Effectively, the required adjustment amounts to adopting a subjectively pessimistic view at the future state of the world (i.e., for a positive investment its expected value is biased downward). The exact bias term $\mu_r$, as given by Proposition 3, depends on the shares of wealth invested in different risky assets, $\omega_t$, as well as on the discrepancy between objective and subjective variances, $(\Sigma_r - \hat{\Sigma}_r)$. Failure to adopt such a compensating adjustment, or using an incorrect adjustment term leads to suboptimal decision outcomes and subsequent losses.\(^1\) For instance, ignoring the pessimistic adjustment and setting the mean $\mu_r$ of log-returns $r_{t+1}$ so as to match the subjectively expected level of returns $\mathbb{E}_t^p[R_{t+1}]$ to the objectively expected one $\mathbb{E}_t^g[R_{t+1}]$ for a risk-averse agent would result in relative "overinvestment" into risky assets in terms of the wealth share. Figure 4.1 demonstrates the optimal result with the expected value of the top right panel’s probability distribution moved slightly to the west (although the bottom right panel’s distribution is actually shifted to the east).

Another key result is emerging "categorization".\(^2,3\) In our case, the positively cor-

---

1. Note that this result is not necessarily at odds with our initial motivating experiment due to Gabaix and Laibson (2000), which implies "overconfidence" without "pessimism". If the differences of simplified variances from true variances are about the same for different root nodes in the choice set, the mean bias term is roughly equalized between available choices, and thus can be ignored in their setting.

2. The existing literature distinguishes at least two kinds of categorization: bundling of random variables’ support set partitions (i.e., bundling of states; e.g., coarsening of the state space through merging of several states into one) and pooling of the random variables/different random vector’s elements themselves (i.e., pooling of types; e.g., conditionally on one random variable the other converges to a non-stochastic (Dirac delta) function). (In principle, merging of support set partitions also happens in the process of quantization of a continuous random variable, but we focus on different issues at this point.) Technically, entropy/variance reduction for uncorrelated random variables leads, at its extreme, to “dispersion folding” or “randomness collapse”/“distribution contraction” (folding and dropping out low-volatility categories, think of it as categorization in vs. categorization away; this formally corresponds to bundling of states). However, for correlated random variables the above pertains to random variables’ dimensions, and leads to “correlation inflation” (clustering into similar categories, categorization together vs. categorization apart; this formally corresponds to pooling of types). The former is dealt with by Corrollary 1, the latter by Corollary 2.

3. In the words of Herbert Simon (1997), “The human being striving for rationality and restricted within the limits of his knowledge has developed some working procedures that partially overcome these difficulties. These procedures consist in assuming that he can isolate from the rest of the world a closed system containing
related elements of $\mathbf{r}_{t+1}$ become even more correlated in $\hat{\mathbf{r}}_{t+1}$, thus similarly behaved co-moving assets exhibit a sort of attraction. While negatively correlated elements become even more so, leading to the repulsion of the counter-moving assets. These dynamics engender subjective clustering of different assets into relatively distinct categories, “asset classes”. The mechanics behind it are the same as before: the covariance terms in $\hat{\mathbf{\Sigma}}$, the variance-covariance matrix of decorrelated simplified random variables $\hat{\mathbf{x}}$, are unchanged, but the variance terms are reduced. Consequently, leading to the correlation coefficients exceeding those in $\mathbf{\Sigma}$, the variance-covariance matrix of decorrelated original random variables $\mathbf{x}$. Strictly speaking, the effect on the correlations in $\hat{\mathbf{\Sigma}}_{r}$ is ambiguous and depends on the tightness of the information constraint and the combination of the diagonal elements in $\mathbf{\Sigma}$, as well as on decorrelating eigenvectors $\mathbf{\Xi}$. However, overall the “correlation inflation” outcome dominates: the entropy of a Gaussian random vector is a one-to-one map with the determinant of its variance-covariance matrix, and so can be reduced only by decreasing the variances of and/or increasing the (absolute magnitudes of) covariances between the random vector’s elements.

As a consequence, assets in the same category (i.e., positively correlated ones) would tend to be treated as more similar than they actually are, while assets in different categories (negatively correlated) would seem more different that they really are. For this reason, without proper adjustment of the mean, as say is happening in expected value-matching that results in overall “overinvestment” into risky assets, both “over-” and “underinvestment” is possible for specific risky assets depending on the relative size and direction of the correlation biases. It can be seen in Figure 4.1 that the random variables described by the probability densities of the right panel are more aligned along the west-east axis and hence exhibit a higher pairwise correlation ($\hat{\rho}_{r,12} = 0.90 > 0.63 = \rho_{r,12}$).

4. One way to look at this categorization result is through the lens of principal component analysis. Propositions 4 and 5 reveal the effective amplification of the relative magnitude of the largest eigenvalues
Nevertheless, the decision outcomes (say, prices $P_{0,t}^*$ and $P_t^*$) for agents implementing the approximation procedures correctly by construction, in accordance with Proposition 3, achieve constrained optimality. That is, are in the “neighborhood” of fully optimal unconstrained “rational expectations” outcomes, with the “radius” of the neighborhood inversely related to the magnitude of information processing capacity $\kappa$. Technically, decision errors appear due to the approximation to the wealth process, which leads to a positive expected distortion $E_t^f[d(r_{t+1}, \hat{r}_{t+1})] = \Psi_r \geq 0$. The approximation is very accurate in practice though (see the comments on Proposition 3.1 in §F.2). Also note that decision errors are non-systematic/symmetric around the fully optimal levels (see Proposition 5), hence they are likely to cancel out on aggregate; and are relatively smaller for contingencies that impact welfare the most (see §J). At the same time, non-negligible radius of the neighborhood of deviations from full optimality leaves room for positive trading volumes even between agents having access to exactly same information and identical in all other respects except different levels of $\kappa$ (although agent multiplicity is not modeled explicitly here).5

4.2 Mapping theory to empirics

When presenting the schematic process of decision-making under risk that underlies our framework in part §2.2, we used lotteries as a basic example to illustrate it. The algorithm has some given “true” probability distribution $g(\cdot)$ as an input, which later has to be approximated by distribution $h(\cdot)$ in order to facilitate the processing of information and ultimately making the decisions. However, in contrast to the experiments with lotteries considered of the subjective variance-covariance matrix that in turn leads to the amplification of the relative share of the subjective random variables’ variance captured by their first principal components. As long as any two variables share the same leading principal components—in other words, the absolute magnitude of their pairwise correlation coefficient is high—then an increase in these leading principal components’ importance increases (in absolute terms) the correlation between the two variables.

5. We again abstract away from the fact that in our particular exchange economy, consumption and investment outcomes coincide in constrained and unconstrained cases, and (as long as competitive equilibrium is unique/markets are complete) so do prices, hence there is actually no room for decision errors as well as trade.
there, when dealing with real-world applications we as econometricians only have access to sample data and do not know in full the “true” distribution that investors are working with. We interpret this “true” probability distribution $g(\cdot)$ classically as an objective, population distribution that describes (in reduced form) the data generating process, although it can also be understood in a Bayesian manner as a posterior distribution based at least partly on some prior beliefs (the latter distribution is sometimes termed subjective, but we reserve that name for other uses).

However it is understood, we assume that investors, who are inside actors in the model economy, know that true distribution and work with it, while we as econometricians, who are outside observers of the economic activities, have just a sample of realizations from the unobserved true distribution at our disposal. Since some of the contingencies, e.g., low-probability rare events, have not realized, they are missing from the observed data sample. Hence, the sample distribution is likely to have reduced entropy, and thus by definition manifests a form of simplification that we are concerned about. Accordingly, we treat it as such, as a simplified, approximate distribution $h(\cdot)$.

One critically important caveat is in order though. Consider a univariate case, with the whole stock market as a single risky asset. The sample $h(\cdot)$ that we have at our disposal may be a dislocated representation of the population distribution $g(\cdot)$; but, even if so, there is no solid reason to assert in which direction it is biased. Hence, by principle of insufficient reason, the mean of the sample distribution of returns is postulated to match the mean of the population distribution (instead of being adjusted in line with Proposition 3). That is, the expected values of the returns are equal, $E_t^h[\hat{R}_{t+1}] = E_t^g[R_{t+1}]$; but equality does not hold for the means of the logarithms of returns, $E_t^h[\hat{r}_{t+1}] = \bar{\mu}_r \neq \mu_r = E_t^g[r_{t+1}]$ (in fact, the left-hand-side quantity is larger, generally over the extent commanded by optimal mean adjustment that includes pessimistic bias, as evidenced by the equality of the levels of expected returns). In other words, this sample distribution $h(\cdot)$ is simplified in the sense of possessing lower entropy, but it is not any investor’s optimal simplified distribution $h(\cdot)$. 
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Strictly speaking, since optimal bias term depends on the share of wealth invested in risky asset, $\omega_t$, absence of the pessimistic correction stemming from equality of expected values of the returns corresponds to the case when $\omega_t = 0$ (see Proposition 3 and the explanations that follow); i.e., for an investor with zero wealth invested in risky asset, or really any agent that does not participate on the market, provided he does not simplify beyond sample distribution, this is actually the optimal bias term, and for him $h(\cdot) := h(\cdot)$. We will need to account and correct for this fact when taking our theoretical framework to data.

More formally, if we align in increasing order a sequence of information processing capacity parameters $\kappa^{(i)}$ for $i \in \{0, \ldots, m, \ldots, n\}$, we can associate each of them to some value of the variance parameter $\hat{\Sigma}_r^{(i)}$ within the universe of univariate Normal probability distributions, with, say, $\kappa^\sharp$ associated to what we have called true variance $\Sigma_r$ (see Figure 4.2). Moreover, each of the variance values above induces a respective Normal probability density, $h_r(\hat{r}|\kappa^{(i)})$ or $g_r(r|\kappa^\sharp)$, with the former being either optimally biased or not (ones that are not optimally biased, or “centered”, are reminiscent of the notion of “noncentral” distributions in the classical theory of probability distributions). Unfortunately, we do not know the $\kappa^{(i)}$ or $\hat{\Sigma}_r^{(i)}$ of any investor on the actual financial market. By necessity, our method of moving ahead is to rely on the fact that one of these variance values $\hat{\Sigma}_r^{(m)}$ must equal the sample variance $\hat{\Sigma}_r$ that we observe in the data (this is without loss of generality, as $\hat{\Sigma}_r^{(m)}$ may be arbitrarily close to true variance $\Sigma_r$). There is nothing special about investor indexed by $m$ (for instance, we do not even know whether majority of the wealth is allocated by investors with $\kappa$ above or below $\kappa^{(m)}$); rather because of him possessing information processing capacity just sufficient to work with the sample distribution, he happens to be a convenient working example. A valid empirical strategy must be flexible enough so as not to impose restrictions that contradict the logic of Figure 4.2.

This is the task of the following part, which will verify how consistent is the presented framework with empirical evidence.
Figure 4.2: Family of probability distributions indexed by complexity level
(distributions are univariate Normal; complexity measured by required information
processing capacity $\kappa$, which is (ceteris paribus) in one-to-one correspondence to size of
variance; variances rise from left to right, means may or may not be optimally biased).
CHAPTER 5
EMPIRICS

Now we are going to calibrate the (general equilibrium) consumption and portfolio choice model presented in §3 on U.S. consumption as well as government bill and stock returns data. We complement the model calibration results with a brief summary of further empirical support found in the diverse assortments of the existing literature.

5.1 Main calibrations

Key moments: The top panel of Table 5.1 provides key macro-financial facts on the United States after World War II. Following the discussion in §4.2, we postulate that these sample statistics characterize the approximating (joint) probability distribution via the moments of its marginals \( h_R(\hat{R}_{t+1}) \), \( h_C(\hat{C}_{t+1}) \) and \( h_D(\hat{D}_{t+1}) \), that is the subjective picture revealed to and observed by econometricians. In terms of our framework, this is the solution to the feasible consumption and portfolio choice problem \( \mathcal{P}_{Q_1} \) of §3 for \( K = 1 \) with the simplified variance \( \hat{\Sigma}_r < \Sigma_r \) and the matched expected return \( E^h[\hat{R}_{t+1}] = E^g[R_{t+1}] \).

In the bottom panel of Table 5.1, we feed the empirically observed sample data \( h_r(\hat{r}_{t+1}) \) into the model solution equations of §3.3 under different assumptions about the information processing capacity \( \kappa \) and the coefficient of relative risk aversion \( \gamma \). For the relevant probability density \( \pi(\cdot) \), the risk-free rate there is calculated as

\[
E^\pi[R_0] := \frac{1}{E^\pi[M_{t+1}]} \tag{5.1}
\]

and the risk premium as

\[
E^\pi[R - R_0] := -\frac{\text{Cov}^\pi[R_{t+1}, M_{t+1}]}{E^\pi[M_{t+1}]} \tag{5.2}
\]

1. Our model abstracts away from labor income, although empirically it constitutes a large share of national income.
Table 5.1: Calibration Results

<table>
<thead>
<tr>
<th>Model, $h$</th>
<th>$\sigma$</th>
<th>$\beta$</th>
<th>$\rho$</th>
<th>$\theta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical, $h$</td>
<td>0.88</td>
<td>8.23</td>
<td>1.94</td>
<td>2.43</td>
<td>1.26</td>
<td>17.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^\beta[R_0]$</td>
<td>$E^\beta[R - R_0]$</td>
<td>$E^\beta[\Delta c]$</td>
<td>$E^\beta[\Delta d]$</td>
<td>$E^\beta[R_0]$</td>
<td>$E^\beta[R - R_0]$</td>
</tr>
<tr>
<td>$\sqrt{\gamma}$</td>
<td>$\sqrt{\gamma}$</td>
<td>$\sqrt{\gamma}$</td>
<td>$\sqrt{\gamma}$</td>
<td>$\sqrt{\gamma}$</td>
<td>$\sqrt{\gamma}$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>n/a</td>
<td>6.48</td>
<td>2.85</td>
<td>8.07</td>
<td>2.86</td>
</tr>
<tr>
<td>n/a</td>
<td>17.05</td>
<td>17.01</td>
<td>n/a</td>
<td>17.05</td>
<td>8.41</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.1</td>
<td>16.25</td>
<td>8.67</td>
<td>16.27</td>
<td>19.22</td>
</tr>
<tr>
<td>n/a</td>
<td>40.37</td>
<td>40.26</td>
<td>n/a</td>
<td>40.36</td>
<td>19.92</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.2</td>
<td>29.80</td>
<td>29.73</td>
<td>n/a</td>
<td>29.14</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.3</td>
<td>25.44</td>
<td>25.37</td>
<td>n/a</td>
<td>25.44</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.4</td>
<td>23.01</td>
<td>22.95</td>
<td>n/a</td>
<td>23.01</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.5</td>
<td>21.47</td>
<td>21.41</td>
<td>n/a</td>
<td>21.47</td>
</tr>
</tbody>
</table>

Notes: The top panel “Empirical” presents statistical moments for the real risk-free and market (excess) returns, the real per capita consumption growth as well as the real dividend growth. The data sample is U.S. 1948-Q1–2014-Q4, at quarterly frequency (see Appendix §E for a description of data sources). The bottom panel with “Model” rows presents the same statistical moments as above (the real per capita consumption growth is omitted being identically equal to the real dividend growth) for different combinations of the information processing capacity and the coefficient of relative risk-aversion. The CRRA utility, $\beta = 0.9$, and the probability density of returns ($h$ or $g$) are the models’ only inputs (see text for a detailed description). The measurement units are nats for information processing capacity, and percentage points converted into annualized terms for the economic variables.
where

\[ M_{t+1} := \beta \frac{u'(C_{t+1})}{u'(C_t)} = \beta \frac{u'(D_{t+1})}{u'(D_t)} \]  

(5.3)

is a (model-induced) stochastic discount factor (SDF), also called pricing kernel or marginal rate of substitution between consumption at time \( t \) and time \( t + 1 \).

As a baseline, we start with the conventional approach that assumes the information constraint does not bind and \( h_r(\cdot) \) coincides with \( g_r(\cdot) \); see the rows corresponding to “Model, \( h_0 \)” of Table 5.1. Specifically, we evaluate our model equations using as inputs the probability density of observed returns (\( \hat{R} \sim \log \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r) \) for the values of \( \hat{\mu}_r \) and \( \hat{\Sigma}_r \) estimated in sample) as well as the discount factor \( \beta := 0.99 \) for the plausible values of the RRA coefficient \( \gamma \) (implemented at quarterly frequency). It turns out, however, that the computed solution is not consistent with the rest of the observed data. Most striking are the low values obtained for the risk premium \( \mathbb{E}[R - R_0] \) and the high values for the risk-free rate \( R_0 \) for the realistic choices of parameter \( \gamma \). These are the manifestations of the classic “equity premium puzzle” (Mehra and Prescott, 1985) and “risk-free rate puzzle” (Weil, 1989). From such a result we can infer that the probability distribution (and/or SDF specification) used in the actual investment decision-making differs from what we fed into the model.

Of course, if we take our information processing framework seriously, the above calibration results should not be surprising. Optimal, rational behavior should account for the usage of \( \hat{\Sigma}_r \) in place of \( \Sigma_r \). As discussed in §3.2 and §4.1, this can be addressed by adjusting the mean \( \hat{\mu}_r \) and hence the expected return \( \mathbb{E}[\hat{R}_{t+1}] \) downward, which by the general-equilibrium logic shifts the demand from a risky toward a risk-free asset. The hurdle is that the mean bias term depends on unobserved true \( \Sigma_r \), inferring which requires knowledge of the value of information processing capacity \( \kappa \). The magnitude of the information processing capacity is not known, but by “reverse-engineering” logic we can calibrate it. Taking it as a free parameter, we search for the value of \( \kappa \) that produces \( \Sigma_r \) and thus \( \hat{\mu}_r \) that lets the model fit empirical observations picked as testing criteria. Note, however, that in this calibration
exercise so as to facilitate comparisons with §5.2 later on, instead of adjusting downward the mean \( \hat{\mu}_r \) of the distribution \( h_r(\cdot) \) (and thus obtaining the properly mean-adjusted optimal simplified distribution \( h_r(\cdot) \)), we follow a slightly different but equivalent in terms of outcomes route. We adjust upward the variance, i.e., back-out the true \( \Sigma_r \) (as well as true \( \mu_r \) using the restriction \( E^g[R_{t+1}] = E^h[\hat{R}_{t+1}] \)) and work directly with the putative distribution \( g_r(\cdot) \).

The results obtained in the same manner as those for “Model, \( h \)” earlier, but using as a probability density input the adjusted density \( g_r(r) \), are placed in rows “Model, \( g \)” of Table 5.1. (For comparison, the unconstrained “Model, \( h \)” effectively corresponds to “Model, \( g \)” with \( \kappa \geq \kappa^\sharp := 3.4 \).) In the vicinity of \( \kappa = 0.2 \) and \( \gamma = 3 \), the model results compare well with the data. The risk premium is slightly above 8% and the risk-free rate is slightly below 1% are close to empirically observed values. Of course, some words of skepticism are in order: the level of the risky asset’s return was used as the model input. However, the ultimate split within this given level into the layer of the risk-free return and a risk premium on top is dictated by the model. Moreover, the mean and standard deviation of consumption growth (as well as dividend growth, since in our model featuring just one risky asset they coincide) are at low and high single-digit values, respectively, which looks plausible in comparison to empirical yardsticks; and this time no direct relation to model inputs can beget any skepticism.\(^2\) The result of the adjustment that transforms the sample, or simplified probability density function \( h_r(\hat{r}) \) into what we argue is an estimate of a population, or true probability density \( g_r(r) \) is available on the left panel of Figure 5.1.\(^3\)

\(^2\) The true distribution’s mean consumption (or dividend) growth obtained in our calibration is 1.66%, which is not too far from empirical values of 1.94% (2.43%), adding plausibility. The corresponding standard deviation is 9.73%, which is naturally larger than 0.99% (4.23%) observed in sample, but is comparable to alternative results. Specifically, it is lower than the 17% standard deviation of welfare equivalent consumption growth in Weitzman (2007); it falls in between the 4.24% and 14.84% standard deviations of, respectively, consumption and dividend growth over 600,000 years of simulated data featuring rare booms and disasters in Tsai and Wachter (2016); it is also consistent with the finding in Malloy et al. (2009) that consumption growth of stockholders exhibits a sensitivity of a factor of about 3 to 4 relatively to aggregate consumption growth.

\(^3\) Given that the true distribution \( g_r(r) \) is not known and what we work with is just its calibration/estimate, one may find it more apt to denote variable \( r \) as \( \hat{r} \).
Figure 5.1: Empirical (solid) vs. adjusted (dashed) probability densities
(parameterizations used are \( \hat{r} \sim \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r) \) with \( \hat{\mu}_r := 0.0184 \) and \( \hat{\Sigma}_r := 0.0069 \) vs. 
\( r \sim \mathcal{N}(\mu_r, \Sigma_r) \) with \( \mu_r := 0.0114 \) and \( \Sigma_r := 0.0210 \), corresponding to “Model, g” from Table 5.1 with \( \kappa = 0.2 \) and \( \gamma = 3 \) (left panel);
\( \hat{r} \) as above vs. \( r \sim g^{KT}_r(\mu_r, \Sigma_r) \) with \( \mu_r := 0.0115 \) and \( \Sigma_r \) determined by CPT-style adjustment, corresponding to “Model, g^{KT}” from Table 5.3 with any value of \( \gamma \) (right panel)).

Additional indicators: Table 5.2 provides some additional macroeconomic and financial data on the United States after World War II, together with the corresponding characteristics for the model specifications emphasized in the previous paragraph. One additional indicator is the correlation between the returns and consumption growth, which, being notably below 1, compares adequately to its empirical counterpart (in view of the fact that we are considering just a single risky asset).

The two other added indicators are the Sharpe ratio and the Hansen-Jagannathan bound. The first defined as

\[
SR^* := \frac{E'[R] - R_0}{\sqrt{V'[R]}} \leq \frac{\sqrt{V'[M]}}{E'[M]} =: HJ^*,
\]

where the bound on the right-hand side defines the second one. The former quantity reflects the expected risk-return trade-off. The latter was formulated by Hansen and Jagannathan (1991) basing on the statistical properties of a valid SDF; it serves an important role in the diagnostics of the asset-pricing models, often posing an impenetrable barrier for a theoretical Sharpe ratio to catch up with its empirical measurements.
Table 5.2: Calibration Results, with Additional Details

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical, h</td>
<td>n/a</td>
<td>n/a</td>
<td>0.88</td>
<td>1.26</td>
<td>8.23</td>
<td>17.05</td>
<td>1.94</td>
<td>0.99</td>
<td>2.43</td>
<td>4.23</td>
<td>0.18</td>
<td>0.23</td>
<td>n/a</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>1</td>
<td>0.36</td>
<td>n/a</td>
<td>8.78</td>
<td>29.80</td>
<td>8.07</td>
<td>29.73</td>
<td>8.07</td>
<td>29.73</td>
<td>1.00</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>2</td>
<td>0.34</td>
<td>n/a</td>
<td>8.79</td>
<td>29.80</td>
<td>2.87</td>
<td>14.64</td>
<td>2.87</td>
<td>14.64</td>
<td>0.99</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>3</td>
<td>0.33</td>
<td>n/a</td>
<td>8.80</td>
<td>29.80</td>
<td>1.66</td>
<td>9.73</td>
<td>1.66</td>
<td>9.73</td>
<td>0.92</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>4</td>
<td>0.33</td>
<td>n/a</td>
<td>8.80</td>
<td>29.80</td>
<td>1.16</td>
<td>7.29</td>
<td>1.16</td>
<td>7.29</td>
<td>0.85</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>5</td>
<td>0.35</td>
<td>n/a</td>
<td>8.80</td>
<td>29.80</td>
<td>0.89</td>
<td>5.83</td>
<td>0.89</td>
<td>5.83</td>
<td>0.78</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.1</td>
<td>3</td>
<td>-6.36</td>
<td>n/a</td>
<td>16.28</td>
<td>40.36</td>
<td>0.89</td>
<td>13.10</td>
<td>0.89</td>
<td>13.10</td>
<td>0.92</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.2</td>
<td>3</td>
<td>0.33</td>
<td>n/a</td>
<td>8.80</td>
<td>29.80</td>
<td>1.66</td>
<td>9.73</td>
<td>1.66</td>
<td>9.73</td>
<td>0.92</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.3</td>
<td>3</td>
<td>2.64</td>
<td>n/a</td>
<td>6.39</td>
<td>25.44</td>
<td>1.92</td>
<td>8.32</td>
<td>1.92</td>
<td>8.32</td>
<td>0.92</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.4</td>
<td>3</td>
<td>3.79</td>
<td>n/a</td>
<td>5.22</td>
<td>23.01</td>
<td>2.05</td>
<td>7.53</td>
<td>2.05</td>
<td>7.53</td>
<td>0.92</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Model, g</td>
<td>0.5</td>
<td>3</td>
<td>4.46</td>
<td>n/a</td>
<td>4.54</td>
<td>21.47</td>
<td>2.12</td>
<td>7.03</td>
<td>2.12</td>
<td>7.03</td>
<td>0.92</td>
<td>0.10</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Notes: The columns present the information processing capacity, the coefficient of relative risk-aversion; the real risk-free and market (excess) returns, the real per capita consumption growth as well as the real dividend growth with their statistical moments; the Sharpe Ratio denoted as “SR”, and the Hansen-Jagannathan bound denoted as “HJ”. The “Empirical” row: the data sample is U.S. 1948:Q1–2014:Q4, at quarterly frequency (see Appendix §E for a description of data sources). The “Model” rows: the CRRA utility, $\beta = 0.99$, and the probability density of returns ($h$ or $g$) as the models’ only inputs (see text for a detailed description). The measurement units are nats for the information processing capacity, and percentage points converted into annualized terms for the economic variables.
A Sharpe ratio around 0.14 is below the empirically observed value of 0.23, but is closer than what is the case for the baseline “Model, \( h \)” of Table 5.1, where the Sharpe ratio and the Hansen-Jagannathan bound are both equal to 0.08 (not shown in the tables). Of course, the improved performance of the latest model is natural, looking at the adjustment through the lens of Hansen-Jagannathan bound. The process of entropy reduction has reduced the relevant variances, including that of the SDF, which directly leads to a decrease in the numerator of the HJ bound; while reversing the reduction in variance via appropriate adjustment increases the variance of the SDF and improves model’s performance as far as the HJ bound is concerned.\(^4\)

**Interpretation:** Our preferred interpretation of these calibration results is as follows. The model we use is deliberately primitive, even crude perhaps (although truly respecting the general equilibrium discipline; and with fully optimizing agents, including their information processing side which produces the probability distributions they use for making investment decisions). It takes as inputs only the probability distribution of the risky asset’s returns, a commonly accepted level of the subjective discount factor \( \beta \), and a RRA coefficient \( \gamma \) that is allowed to take one of the plausible values. The probability distributions we consider are the empirically observed distribution of returns (which we assume to take a parametric log-Normal form with parameters estimated from available sample data) and the inferred “true” (population) probability distribution of returns that is computed conditionally on the hypothesized information processing capacity \( \kappa \) inherent to market participants. Anyone who takes the (joint) empirical probability distribution at face value (as “naïvely” does an econometrician, who uses the sample variance \( \hat{\Sigma}_r \) and the unbiased sample expected return \( E^h[\hat{R}_{t+1}] = E^g[R_{t+1}] \), though does not participate on the market) finds it inconsistent with the simple model outlined above, in particular he ends up being puzzled by “high” premium

---

\(^4\) Strictly speaking, matching Sharpe ratios is disputable as a relevant yardstick, because in contrast to traded assets, “disagreeing” with a Sharpe ratio does not provide investors with incentives to initiate the opposite investment/trade position.
on risky assets and “low” return on riskless assets.

On a closer look, however, this is just an illusion. More sophisticated agents (“professional” investors, who are themselves active market participants) recognize the fact that the stochastic environment represented by the population probability distribution is more complex than what an empirical probability distribution makes of it. Inferring their beliefs about the unobserved complex “true” distribution indirectly allows to rationalize the actual consumption and investment choices leading to observed (and erroneously perceived as “high”) premium on the risky assets and (correspondingly, “low”) return on the risk-free assets. Even though investors may disagree with the simplistic empirical probability distributions and consider them inappropriate for investment decisions, the observed market levels of risk-free and risky returns do not look off from their perspective (since the latter involves adoption of certain adjustments in actual decision-making).

Quantitatively, the key output of our calibrations is the estimate of the information processing capacity $\kappa$. The results in Table 5.1 suggest that the model fits the observed data best with the RRA parameter $\gamma = 3$ and the information processing capacity around

$$\kappa = 0.2 \text{ nats} \approx 0.3 \text{ bits}.$$ 

At first sight, the value we obtained for $\kappa$ seems implausibly low. However, in support of this measurement, note that (i) it corresponds to a differential entropy whose magnitudes may look counter-intuitive, even though the induced probability adjustments are clearly substantial (cf. density plots on the left panel of Figure 5.1); (ii) $\kappa$ is a measure of effective rather than available full physical capacity $K^*$, which in principle may be orders of magnitude larger (see Appendix §G for explanation of the difference); (iii) experimental studies in psychology and neuroscience have been arriving at rather low measurements of information processing capacity as well (e.g., see the classical paper by Miller (1956), whose very title “The Magical Number Seven, Plus or Minus Two” reflects how small the estimates of such
capacity in bits—for discretely distributed information in that case—are). Lastly, to put it into context, the magnitude of the effective capacity that we obtained constitutes about 5% of the magnitude minimally required by the unconstrained benchmark “Model, $h$”.

The calibrated value of $\kappa$ can be interpreted as the effective information-processing capacity of a representative investor who makes decisions using a sample distribution as his simplified probability distribution (and adopting optimal adjustments required to account for the discrepancy between the simplified/sample and the original/population distributions). (Of course, this is suggested just for convenience; individual market participants may have information-processing capacities larger or smaller than $\kappa$ above, implying that their simplified distributions may be relatively more or less complex than the sample one, with corresponding modifications to their bias adjustments.)

Note that it may seem equally sensible to view the $\kappa$ parameter we have calibrated not as the information-processing capacity of agents who use sample distribution as a simplified one, but just as a quantification of the distance between population and sample distributions (with the measure of mutual information used as a distance metric). However, such a “black-box” non-structural interpretation would rule out the very framework we use to digest and incorporate the entropy-reduction experiments from part §2 as well as to justify empirical regularities such as (variations in) style investing later in part §5.3.

Furthermore, these calibration results allow us to assess the welfare losses of a representative investor (holding the U.S. market portfolio as proxied by S&P500 Composite) who relies on the sample distribution together with the appropriate mean adjustment: using definition (3.6) as well as Propositions 3 and 5, annualized ex ante mean deviation in the level of (log) value function constitutes 1.02% of its current level.

### 5.2 Cross-checking with experimental evidence

The calibrations in the preceding part could be criticized as not necessarily following any particular theoretical framework, but rather reflecting an addition of an extra free parameter
that cancels out and stands in for some fundamental errors (e.g., errors in model specification or parametric assumptions). That the $\kappa$ we have calibrated is just an atheoretical plug-in parameter that has nothing to do with the hypothesized information processing capacity (although then it would be quite surprising that the same one extra parameter helps fitting more than one additional empirical facts, i.e., also the consumption/dividend moments).

Our theoretical case is strengthened if we can demonstrate that the magnitude of the information processing capacity that has arisen in the above calibrations is consistent with alternative measurements. Specifically, with those obtained independently in contexts that are similar to ours and are also related to the phenomena of human information processing. The data from laboratory experiments with human subjects gathered and summarized by Kahneman and Tversky as well as many other authors provide such an alternative independent source of relevant measurements.

5.2.1 Calibrations utilizing experimental measurements

We are going to use the stylized facts gathered in numerous laboratory experiments not directly, but through the lens of the prospect theory of Kahneman and Tversky that summarizes them very accurately and compactly.

Prospect theory and the connection: The prospect theory (Kahneman and Tversky, 1979) together with its refinement, the cumulative prospect theory (Tversky and Kahneman, 1992), applies to choice under risk and uncertainty and captures vast experimental evidence collected on such choices, offering robust empirical predictions. In particular, it is consistent with Allais’ (1953) experimental results that challenge the conventional expected utility theory of choice. However, as the authors themselves emphasize, the (cumulative) prospect theory is not normative/prescriptive, but rather positive/descriptive, purely phenomenological. It’s modern interpretation is that this is not a preference theory, but a theory of “default actions” that are “appropriate to maximize experienced utility only on average” (Bossaerts
et al., 2008), and which are actively used by less experienced agents (see Fox et al., 1996; List, 2004; also see List and Haigh, 2005).

The (cumulative) prospect theory stipulates that (after the initial framing stage) the overall value (or utility) of an uncertain “prospect” is a sum of values of the outcomes each multiplied by the decision weight. The outcome is defined with respect to a reference point, the value function potentially differs for positive (“concave for gains”) and negative (“convex and steeper for losses”) deviations from the reference point, and that the decision weights possibly do not coincide with the presented probabilities (they are not even necessarily being additive to 1). It is the decision weight aspect that we are chiefly interested in. In the leading formulation of the theory, the decision weight function is defined as a non-linear transformation of the cumulative probability distribution function of the outcome, such that it overweights the small probabilities and underweights the moderate and large ones (see Figure 5.2 for a primer).

The value function-related prescriptions of the prospect theory can be reconciled with the (fairly standard) felicity measurement side of our model by designating as a reference point \( W_t = 0 \) in the value function and equivalently \( C_t = 0 \) in the utility function (closing down the issue of asymmetric treatment of gains and losses due to the non-negativity of \( W_t \)).
Since entropy reduction results in relative underweighting of the low probabilities, their relative overweighting prescribed by the prospect theory at least partially cancels out the distortion (we will provide a more detailed exposition of this argument later). Assuming that the degree of adjustment measured during the experiments of Kahneman and Tversky indeed reveals the optimal (in constrained, second-best, or Herbert Simon’s “ecologically rational”, sense) behavior and reflects the average \( \kappa \) that constrains humans in real-life investment decisions, the effect of probability weighting allows to estimate \( \Sigma_r \) and, in turn, indirectly calibrate \( \kappa \).

We take the parametric measurements of the (cumulative) prospect theory’s probability weighting function from Camerer and Ho (1994), who use data from nine different experimental studies to estimate the parameters we are interested in. The functional form they use is

\[
W(\Pi) := \frac{\Pi^\eta}{(\Pi^\eta + (1 - \Pi)^\eta)^{1/\eta}},
\]

where \( \Pi(\cdot) \) is some cumulative distribution function, \( W(\cdot) \) is the cumulative probability weight for a given partition of the probability space, and \( \eta \leq 1 \) is a parameter, with \( \eta = 1 \) corresponding to the standard linear probability weighting. Camerer and Ho’s estimate of \( \eta \) is 0.56.

**Application:** Now, we apply the prospect theory-style probability weighting adjustment using the functional form and parameter estimate of Camerer and Ho (1994). As a reference value, with respect to which the adjustment procedure determines what probability quantile a particular realization belongs to, we use the mean of the distribution we end up with, \( \mu_r \) (which is obtained by finding such a value for \( \mu_r \) that would ensure the expected value of return is preserved, \( E[g[R_{t+1}] = E[h[\hat{R}_{t+1}]] \)). The right panel of Figure 5.1 shows the end product of the probability weighting adjustments implied by the prospect theory of Kahneman and Tversky, depicted as \( g_r^{KT}(r) \), along with the sample distribution, \( h_r(r) \).
Visually, the similarity between the two putative objective distributions $g_r(r)$ and $g^{KT}_r(r)$ is striking, their location and scale parameters seem well attuned. A quantitative comparison is provided by Table 5.3, which presents the results of an exercise analogous to the one conducted for “Model, $g$” with $\kappa = 0.2$ and $\gamma = 3$ in Tables 5.1 and 5.2, but this time using the distribution $g^{KT}_r(r)$ that is produced following the stipulations of the prospect theory. For $\gamma = 3$, the procedure of Kahneman and Tversky turns out the results that roughly match those we got in the calibrations of §5.1.

Taking $\Sigma_r$ and $\hat{\Sigma}_r$ from “Model, $g^{KT}$” with RRA parameter $\gamma = 3$ as well as using Propositions 4 and 5 (including results in the proof of the former proposition),\(^5\) or just relying on the evident from above proximity between two sets of calibration results, we arrive at the same estimate of the information processing capacity as earlier in §5.1, i.e., $\kappa = 0.2$ nats $\approx 0.3$ bits.\(^6\)

Next, we are going to interpret the calibrations based on the above experimental evidence and discuss how they fit into the broader framework.

### 5.2.2 Interpretation of paradoxical behavior observed in experiments

The consistency between the results in Tables 5.1–5.2 and Table 5.3 can be taken as a verification of the measurements in §5.1. Moreover, we argue that these two sets of calibrations

---

5. Strictly speaking, this method gives an upper bound: given Normal $h_r(\hat{r})$, we calculate $\kappa$ under the condition that $g^{KT}_r(r)$ is also Normal, but the probability adjustment produces a distribution that is clearly not Gaussian (as can be seen from the right panel of Figure 5.1), which means that for the given variance, it has lower entropy than the Gaussian (due to the latter’s maximum-entropy property), and thus the required $\kappa$ is in fact lower. (If we knew that the approximation error for the probability-adjusted distribution is also additive, we could use deconvolution procedure to deduce the error’s distribution and then compute $\kappa$ using the usual formula for mutual information; but this is not the case.) As it turns out, for our application this bound is pretty tight.

6. To finish with this part, it is worth noting that a large experimental study by Bruhin et al. (2010) provides additional estimates of the cumulative prospect theory’s probability weight parameters. However, its focus is on individual heterogeneity, and it is hard to aggregate the results across different risk-taking types in a sensible way. Their measurements for the subjects that exhibit a significant deviation from the linear probability weighting differ from the aggregated results of Camerer and Ho (1994) and produce a larger adjustment of the variance upward, resulting in an even higher equity premium and lower risk-free rate. This potentially gives us some idea about the variability and upper bounds for the adjustments we are considering here.
### Table 5.3: Calibration Results for Kahneman-Tversky Approach, with Additional Details

<table>
<thead>
<tr>
<th>κ</th>
<th>γ</th>
<th>$E_0[R]$</th>
<th>$\sqrt{V_0[R]}$</th>
<th>$E_0[R-R_0]$</th>
<th>$\sqrt{V_0[R]}$</th>
<th>$E_0[\Delta c]$</th>
<th>$\sqrt{V_0[\Delta c]}$</th>
<th>$E_0[\Delta d]$</th>
<th>$\sqrt{V_0[\Delta d]}$</th>
<th>$\rho^*(r, \Delta c)$</th>
<th>SR*</th>
<th>HJ*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical, h</td>
<td>n/a</td>
<td>n/a</td>
<td>0.88</td>
<td>1.26</td>
<td>8.23</td>
<td>17.05</td>
<td>1.94</td>
<td>0.99</td>
<td>2.43</td>
<td>4.23</td>
<td>0.18</td>
<td>0.23</td>
</tr>
<tr>
<td>Model, $g$</td>
<td>0.2</td>
<td>3</td>
<td>0.33</td>
<td>n/a</td>
<td>8.80</td>
<td>29.80</td>
<td>1.66</td>
<td>9.73</td>
<td>1.66</td>
<td>9.73</td>
<td>0.92</td>
<td>0.14</td>
</tr>
<tr>
<td>Model, $g^{KT}$</td>
<td>n/a</td>
<td>1</td>
<td>0.63</td>
<td>n/a</td>
<td>8.47</td>
<td>29.19</td>
<td>8.05</td>
<td>29.11</td>
<td>8.05</td>
<td>29.11</td>
<td>1.00</td>
<td>0.14</td>
</tr>
<tr>
<td>Model, $g^{KT}$</td>
<td>n/a</td>
<td>2</td>
<td>0.70</td>
<td>n/a</td>
<td>8.43</td>
<td>29.10</td>
<td>2.92</td>
<td>14.34</td>
<td>2.92</td>
<td>14.34</td>
<td>1.00</td>
<td>0.14</td>
</tr>
<tr>
<td>Model, $g^{KT}$</td>
<td>n/a</td>
<td>3</td>
<td>0.71</td>
<td>n/a</td>
<td>8.42</td>
<td>29.09</td>
<td>1.71</td>
<td>9.53</td>
<td>1.71</td>
<td>9.53</td>
<td>0.90</td>
<td>0.14</td>
</tr>
<tr>
<td>Model, $g^{KT}$</td>
<td>n/a</td>
<td>4</td>
<td>0.70</td>
<td>n/a</td>
<td>8.41</td>
<td>29.06</td>
<td>1.19</td>
<td>7.13</td>
<td>1.19</td>
<td>7.13</td>
<td>0.77</td>
<td>0.14</td>
</tr>
<tr>
<td>Model, $g^{KT}$</td>
<td>n/a</td>
<td>5</td>
<td>0.75</td>
<td>n/a</td>
<td>8.39</td>
<td>29.03</td>
<td>0.92</td>
<td>5.69</td>
<td>0.92</td>
<td>5.69</td>
<td>0.63</td>
<td>0.14</td>
</tr>
</tbody>
</table>

**Notes:** The columns present the information processing capacity, the coefficient of relative risk-aversion; the real risk-free and market (excess) returns, the real per capita consumption growth as well as the real dividend growth with their statistical moments; the Sharpe Ratio denoted as “SR”, and the Hansen-Jagannathan bound denoted as “HJ”. The “Empirical” row: the data sample is U.S. 1948:Q1–2014:Q4, at quarterly frequency (see Appendix §E for a description of data sources). The “Model” rows: the CRRA utility, $\beta = 0.99$, and the probability density of returns ($h, g$ or $g^{KT}$) as the models’ only inputs (see text for a detailed description). The measurement units are nats for the information processing capacity, and percentage points converted into annualized terms for the economic variables.
are not just related, but represent different sides of the same coin.

**Variance counter-adjustment:** The reduction in information processing costs accomplished by the presented approach attains the constrained optimality only under accurate implementation of the procedure’s components. For instance, the variance-decreasing simplification requires a corresponding adjustment in the mean. Failure to implement such an adjustment correctly results in suboptimal decision biases and potentially avoidable utility losses. That was the first, rational method of adjustment.

Alternatively, recall the variance decomposition equation from Proposition 5:

\[
\Sigma_r = \hat{\Sigma}_r + \Psi_r.
\]

As can be clearly seen here, adding a (not too large) positive semi-definite matrix to the simplified variance-covariance matrix \( \hat{\Sigma}_r \) would move it closer (in any reasonable matrix norm sense) to the original matrix \( \Sigma_r \). Thereby, the variance reduction can be compensated for by the variance counter-adjustment undoing the reduction, at least partially, rather than by an adjustment to the mean.

One way of implementing such a variance adjustment can be the mechanics uncovered by Kahneman and Tversky (1979, 1992). The weighting function transformation of the outcome probabilities entailed by the prospect theory effectively replaces the presented probabilities with adjusted ones, where the latter much resemble the former reshaped into a flatter form, i.e., move closer toward a uniform distribution that possesses comparatively higher entropy and a larger variance. Such a transformation of probabilities reflects the commonly exhibited in laboratory studies behavior known as the Allais paradox. From the perspective of our approach, the probability weighting-related stipulations of Kahneman and Tversky’s theory may be interpreted as a sort of variance counter-adjustment, that is as an attempt to recover (and utilize in decision-making) the true, relatively higher-entropy variance after having simplified it (due to considerations of information processing costs) to its approximate lower-
entropy version, i.e., after moving it away from the uniform distribution.

In terms of information-processing costs, using a relatively large true variance is more expensive (as explained in Remark 2) than the simplified alternative of manipulating the mean adjustment term that was considered earlier. However, an accurate calculation of the former object is itself not computationally costless. Thus, some agents would find the simplified decision-making procedure presented in §2 and §3 still too hard to implement. For this reason, alternatives that are computationally even cheaper, albeit at the expense of larger approximation errors, are of great practical interest.

Indeed, from our perspective the adjustment implied by the prospect theory can be viewed as a shortcut heuristic (cf. Gigerenzer et al., 2000; Gilovich et al., 2002), a suboptimal but computationally cheap technique that is deployed at the penultimate stage of decision making after solving the informational sub-problem and before proceeding to consumption and investment sub-problem. In this case, solving the consumption-investment problem still involves operations with high-entropy objects, but—with default prospect theory probability adjustments—those can be executed with “default”, efficiently implemented methods. This is the second, heuristic method of adjustment.

Therefore, on the one hand the experimental evidence provides an alternative measurement of the information-processing capacity $\kappa$ that exhibits the consistency we were seeking as a disciplining cross-check on (or cross-validation of) the calibrations in §5.1; as well as offers a practical example of the mechanism that implements one form of adjustment to the decision-making landscape that becomes necessary when the above capacity is actually binding.

---

7. The magnitude of the mean bias term depends on $\omega_t$, the shares of wealth invested in different risky assets, which are not known in advance and whose accurate calculation requires a considerably long (when started far from the optimum) sequence of iterations that Appendix C.3 is devoted to. (Again, adopting inaccurate mean adjustment due to, say, only infrequent revision of the bias term or ignoring the term altogether, results in subsequent utility losses.)
Rationalization of paradoxical experimental evidence: On the other hand, the very consistency of the findings in experiments with the calibrated version of our framework also says something about the former, that is characterizes the paradoxical experimental behavior itself. For instance, since it effectively produces much the same decision-making landscape as when an investor uses the sample data and then follows our optimal adjustment procedure, the heuristic of Kahneman and Tversky’s prospect theory can be interpreted as a procedure tailored to the practical needs of agents who rely on the sample data in their decision-making. Actually, an interpretation along these lines may explain, that is provide an optimizing basis and thus “rationalize” the experimental evidence on the behavior of human subjects uncovered by Allais and embodied in the prospect theory of Kahneman and Tversky. In such a case, the magnitude of $\kappa$ we have measured reflects effective information processing capacity of an “average” agent who is sampling the environment and using the collected information (accumulated experience) to make optimal (or rather “ecologically rational”) decisions; i.e., in our general approach of a representative investor using a representative sample of market data and trying to come up with (constrained) optimal decisions. The above logic agrees with the modern interpretation of the prospect theory as a theory of “default actions” that are optimal only on average (Bossaerts et al., 2008).

Direction of causality: To be fair, the direction of cause and effect can conceivably be reversed. In the classical, optimizing treatment above we take as given the unobserved large-entropy “true” (i.e., population) probability distribution, which is then approximated by its simplified counterpart (such as sample distribution). While the behavior leading to the Allais paradox as well as Kahneman and Tversky’s probability adjustments play a purely instrumental role, they are just heuristics tailored exactly to those agents who use the sample distribution as the simplified distribution in their decision-making.

At the same time, as has already been mentioned earlier, we can not dismiss the Bayesian-fashioned treatment of the whole problem, where the unobserved high-entropy “true” distri-
bution is based on some (prior) beliefs (which do not have to be “right”, just consistent with a Nash equilibrium, perhaps a self-fulfilling one). And we take as given the Allais paradox as well as the prospect theory of Kahneman and Tversky that reflects these intrinsic beliefs directly by summarizing and embodying their behavioral manifestations, thus in the big scheme of things being a cause rather than an effect, a source generating the high-entropy “true” distribution rather than a means of restoring it from the available approximating distribution. The latter treatment is closer to the spirit of Kahneman and Tversky themselves, originally at least.

Actually, in (unconditional) equilibrium these two treatments, the classical adjustment-motivated (which entails modern, optimizing interpretation of the experimental evidence and the prospect theory) versus Bayesian-flavored beliefs-based one (which implies more conventional, either-gross-mistakes-or-bizarre-preferences-cum-priors view on Allais’ and Kahneman-Tversky’s findings), are equivalent operationally for investors and observationally for econometricians. However, from a dynamic standpoint, the time-conditioned equilibria are potentially distinguishable, which allows us to formulate a testable prediction: the classical interpretation presumes that over time as more data are accumulated the sample probability distribution will converge toward the currently unobserved true, population distribution, while under the Bayesian-like interpretation relying on intrinsic beliefs the sample distribution will remain essentially unchanged and permanently differ from the “true” distribution (as long as the beliefs themselves are fixed). Testing and breaking this dichotomy is a topic for a separate paper, but seems within reach given a long enough observation history.

As a matter of fact, some existing works suggest the sample distribution is not representative and bound to evolve (e.g., see McGrattan and Prescott, 2003 and 2005; Dimson et al., 2003; Fama and French, 2002). Which favors the classical interpretation. On the other hand, it’s prudent to take the classical story with a grain of salt, i.e., that such a close match of calibration results between Tables 5.1–5.2 and Table 5.3 is not entirely due to a representative investor adjusting the observed sample distribution to some exogenously
given unobserved population distribution (how likely it is that people’s probability-weighting parameters have been accurately learned or evolutionarily optimized for post-World-War-II sample of financial returns?), hence at least some effect in the reverse direction is plausible. Which adds weight to the Bayesian-fashioned interpretation. (Implicitly, we are ruling out the third alternative, a pure coincidence.) Overall, some degree of self-reinforcing two-way interaction is probably at play here.\(^8\)

As a final remark, widely accepted Stein-type “shrinkage” techniques (e.g., see Ledoit and Wolf, 2004a; Jagannathan and Ma, 2003) can be reinterpreted in terms of our framework as yet another way of implementing variance counter-adjustment that recovers the original variance-covariance matrix \(\Sigma_r\) from the simplified matrix \(\hat{\Sigma}_r\). This point is elaborated further in Appendix §L.

## 5.3 Some further empirical results

Next, we briefly talk about further empirical results consistent with the presented theoretical framework. These empirical results are based on the existing literature, this dissertation’s contribution is to provide a unifying theoretical framework that may explain them, thus accumulating additional supporting evidence for our work. We particularly emphasize the empirical findings in the literature associated with probability weighting transformations as in the (cumulative) prospect theory of Kahneman and Tversky: the intimate interrelationship of our framework with Kahneman and Tversky’s account has been demonstrated in §5.2 above, and now their theory can also provide a bridge to a lot of useful quantitative empirical results.

First, our result regarding the subjective amplification of the correlations between different

---

\(^8\) Historically, this is not the first work that refers to the prospect theory-style probability weighting in rationalizing the observed equity premium and related empirical phenomena. The others include an early attempt by Epstein and Zin (1990), as well as Routledge and Zin (2010), De Giorgi and Legg (2012), also notwithstanding the related contribution of Barberis and Huang (2008). However, all of the other works represent the latter, beliefs-based—as opposed to the former, adjustment-motivated—view on the direction of causality.
risky assets has a number of practical consequences.

Correlation inflation leads to apparent “under diversification”, meaning that from a subjective perspective investment portfolios may look less diversified than they actually are (recall how correlation coefficient rises from the true value of 0.63 to the approximating level of 0.90 in the simple illustration of §4.1). This generates the familiar “portfolio concentration/under diversification puzzle” (see Blume and Friend (1975), Statman (1987), Kelly (1995) for individual investors’ domestic portfolios; French and Poterba (1991) for country-level international portfolios) in a way fundamentally related to the equity premium puzzle that we analyzed above; with the basic resolution being that using true, higher variance would reduce the assets’ (true) cross-correlations and make further diversification less attractive than it erroneously seemed before.\(^9\)

Quantitatively speaking, the work of Polkovnichenko (2005) shows that such empirical observations can be explained by probability weighting of the type stipulated by Kahneman and Tversky’s theory, and are thus in agreement with current dissertation’s framework (via the above-mentioned intimate connection between the two).

In the case of positively correlated assets, their subjective clustering into asset classes emerges endogenously, since correlation inflation entails categorization. For example, stocks in the Australian mining company BHP Billiton and Chicago Mercantile Exchange futures contracts on crude WTI oil may have a “true” correlation of returns well below 1, and yet be subjectively viewed by investors as correlated more tightly than that and treated as a single asset class “commodities”; while shares of U.S. companies with very different business fundamentals may be mechanically merged into an asset class “small value” or “technology” stocks. Such effects engender the (self-reinforcing) popularity of operating

---

\(^9\) In spite of being a subjective problem of perspective, it may have real consequences for an investor that relies on the simplified variance \(\Sigma_r\) but the matched expected return \(E^h[R_{t+1}] = E^g[R_{t+1}]\), and maximizes portfolio return subject to a constraint on the accepted level of portfolio variance. In general, he will underappreciate the benefits of diversification: in a simple example, expanding a portfolio from one asset with variance \(\sigma_r\) to a portfolio split equally between two assets with equal variances \(\hat{\sigma}_{r,1} = \hat{\sigma}_{r,2} := \hat{\sigma}_r\) and correlation coefficient \(\hat{\rho}_{r,12}\) lowers the portfolio variance by \(0.5\hat{\sigma}_r(1 - \hat{\rho}_{r,12})\), with the latter quantity contracting as \(\hat{\sigma}_r\) falls and \(\hat{\rho}_{r,12}\) rises further.
in terms of aggregated asset classes instead of disaggregated assets among investors and econometricians alike, fueling the interest in “asset allocation”, “asset comovement” and “style investing” (see Sharpe, 1992; Brinson et al., 1986 and 1991; Doeswijk et al., 2014; Fama and French, 1993; Barberis and Shleifer, 2003; Barberis et al., 2005).

A straightforward theoretical prediction of our approach is that agents with lower information processing capacity will be relatively more predisposed to such clustering, manifesting stronger real effects. In turn, more sophisticated investors tend to be professional market participants who, due to competitive forces in the labor market, are supposed to be less capacity-constrained and less prone to suboptimal decisions, thus enabling empirical identification. The style investing phenomenon is very well studied in the literature, it provides enough evidence and variation to verify this claim. Indeed, there are ample confirmations of such clustering, it has a real effect on demand and outcomes, and that effect goes over and above the class member’s true characteristics, its underlying fundamentals (e.g., Pindyck and Rotemberg, 1990; Chan et al., 2000; Teo and Woo, 2004; Froot and Teo, 2008; Choi and Sias, 2009). Moreover, unsystematic findings scattered in several style investing papers provide empirical evidence that correlation, or herding, of investment decisions is stronger within less sophisticated retail investors than it is among more sophisticated institutional investors. An explicit comparison confirming this result is conducted in Kumar and Lee (2006) as well as, more prominently, in Jame and Tong (2014), with the latter work reporting the values for a popular measure of such herding in two market constituencies we are concerned about at 4.01% and 2.09%, respectively. This is consistent with the above theoretical prediction.

In the case of negatively correlated assets, they may endogenously form subjective hedging instruments. For instance, portfolios of government bonds and portfolios of stocks may have a slightly negative “true” correlation of returns in some regimes/time periods, usually involving so-called “flight-to-quality” episodes (Li, 2002; Connolly et al., 2005; Guidolin and Timmermann, 2007; Andersson et al., 2008; Yang et al., 2009), but subjective amplification of such correlations could be responsible for an often-held view of bonds serving the role of a
hedge for stocks (for examples, see Canner et al., 1997). Such hedging motives are the main focus of the “strategic asset allocation” literature, e.g., see Brennan et al. (1997), Campbell and Viceira (2002b), also refer to Wachter (2010) for a more recent review paper.

Second, another result related to overconfidence may be responsible for risk-aversion/implied volatility “smile” pattern that is observed empirically in the options segment of financial markets. Fundamentally, this “non-monotone pricing kernel puzzle” is a phenomenon that proves to be challenging for conventional theoretical models to convincingly address (e.g., an overview can be found in Ziegler, 2007). However, the fact that the simplified variance-covariance matrix of returns is smaller than its original counterpart, and one way to counteract this is to adjust it upwards—for instance, using probability weighting as stipulated by the prospect theory of Kahneman and Tversky—has direct relevance to the above phenomenon in finance.

Specifically, Kliger and Levy (2009) show that prospect theory-style probability weighting helps explain observed options prices. In contrast to the parametric approach taken in the previous paper, Polkovnichenko and Zhao (2013) use an agnostic non-parametric procedure to estimate an empirical SDF as well as a probability density function from options data, and then (conditionally on utility function specification assumptions) extract empirical probability weighting functions, which turn out to deviate from linearity and to be in line with the probability adjustments presented above. Thus (again utilizing the relationship between Kahneman and Tversky’s prospect theory and this dissertation’s framework), lending support to our theoretical argument.
CHAPTER 6
CONCLUSION

We conclude with a terse summary as well as make several closing remarks that discuss additional aspects of our work and put it into a broader perspective.

The ambition of the current dissertation is to improve our understanding of how in the stochastic, risky environment economic decisions are made by real people, whose information-processing abilities may be limited, as opposed to fictitious entities endowed with unbounded computational resources. The dissertation develops a positive (rather than normative) theoretical framework for decision-making under risk, which presumes rational optimizing behavior of the agents, builds from first principles (and yet is very tractable analytically), follows the discipline of information theory, is consistent with theoretical and empirical findings in neuroscience as well as with the results of economic laboratory experiments. In particular, neuroscientific and information-theoretic arguments allow us to structurally motivate and constructively quantify the costs of information processing. The selected application is an investment problem in the context of a general equilibrium Lucas tree model. The constructed model receives empirical support that is based on the calibrations against U.S. macro-financial data, with calibrated parameters later cross-checked and confirmed by the measurements obtained in laboratory experiments involving human subjects. This approach also produces a collection of accompanying theoretical results, which are quantitatively consistent with well-known empirical regularities and prove to be of separate interest.

One theoretical off-shoot that is worth highlighting is, effectively, a formulation of rational optimization-driven foundations behind certain paradoxical behavior observed in the experiments and the probability adjustments that are stipulated by the (cumulative) prospect theory of Kahneman and Tversky. Accordingly, these adjustments can be interpreted as a computationally cheap method of recovering the true high-entropy distribution from its approximate lower-entropy version, with the latter produced as a result of simplification that is necessitated by information-processing capacity restrictions.
In turn, introducing the distinction between true objective and approximating subjective probability distributions provides a rational unifying framework for a theoretical normative axiomatic approach to and empirical positive description of optimal choice under risk. Indeed, rational behavior of the decision-makers entails that their optimal decisions made effectively under the true distribution obviously satisfy the standard von Neumann-Morgenstern axioms, but viewed under (some implementations of) an approximating distribution these same decisions seem to deviate from rationality and exhibit phenomena such as the Allais paradox or the equity-premium puzzle.

This work develops an approach to evaluating expectations of stochastic objects that explicitly accounts for constraints imposed by the available information processing capacity. This is done without loss of generality, as traditional “rational expectations” are nested within and emerge as a special case when the information constraint is not binding. Such generalization effectively allows to explore the information processing demands of the rational expectation formation. It turns out that, from a technical standpoint, as a process of computing an integral with respect to some probability measure its requirements are not prohibitive, because various adjustments and rough heuristics can reduce the computational costs dramatically without substantial efficiency losses, thus producing the decision outcomes approaching the “rational expectations” benchmark quite closely (at least given the assumptions made here). However, from a more conceptual standpoint, as an equilibrium notion it imposes strong restrictions, and forcing the objective and subjective distributions to coincide is not innocuous and may lead to very misleading, even puzzling results. In short, “rational expectations” provide a sufficiently robust benchmark, but may be too inflexible to be applied blindly.

Within the universe of alternative structural consumption-based asset pricing models the current work belongs to the literature cluster that focuses on probability distributions involved as a source of missing explanatory power. This literature cluster hosts papers mainly dealing with consumption dynamics \((c_{t+1} - c_t)\) in the SDF, whose probability distribution
could be adjusted to account for heavy tails (say, basing on Bayesian updating of unknown parameters as in Weitzman, 2007), for jumps (rare disasters of Rietz, 1988; Veronesi, 2004; Barro, 2006; or rare booms of Tsai and Wachter, 2016), or to incorporate stochastic expected growth rate (long-run risk of Bansal and Yaron, 2004; Hansen et al., 2008). But it also hosts works concerned about returns $r_{t+1}$, whose distribution might have to be adjusted in light of capital income taxation (McGrattan and Prescott, 2003 and 2005) or upwardly biased selected sample (Dimson et al., 2003; Fama and French, 2002), and, going beyond first moment, heavier than Gaussian tails (as captured by Student’s $t$ or Lévy distribution, e.g., see classical reference Mandebrot, 1963, as well as Fama, 1963), possibly with jumps (Poisson processes). A different literature cluster is formed by papers focusing on the SDF $M_{t+1}$ itself and on the underlying utility function, which may be amended with features such as recursive specification (Epstein and Zin, 1989 and 1991), ambiguity aversion (Hansen and Sargent, 2007b; Hansen, 2007), habit formation (Campbell and Cochrane, 1999; Menzly et al., 2004), or an extended consumption horizon (ultimate consumption risk of Parker and Julliard, 2005). Arguably, two clusters partitioning the literature above are fundamentally just two sides of the same coin—which can be rigorously shown by bringing into play a change of the probability measure, a well-known technique in financial economics and in stochastic calculus more broadly—thus constituting an encompassing non-contradictory perspective on alternative consumption-based asset-pricing models. Further elaboration on this topic deserves a separate paper, however.

Lastly, we should emphasize that our treatment is more general than it may seem at first: it also accounts for information processing performed with the aid of machines, which is relevant for any empirical parallels going beyond toy examples. Appendix §M fleshes out this point in more detail.

1. Zooming slightly deeper, the dichotomy of the two treatments discussed earlier in §5.2.2, classical adjustment-motivated versus Bayesian-like beliefs-based one, is in some sense akin to the difference between Bansal and Yaron (2004) or Tsai and Wachter (2016) as opposed to Weitzman (2007), respectively.
APPENDIX A
EXTENSION TO INFINITE HORIZON (SEQUENCE PROBLEMS)

A.1 Investment portfolio choice problem

The consumer-investor is interested in solving the following consumption and portfolio choice problem, $\mathcal{P}_Q$:

$$\max_{\{C_s,\{q_{0,s},q_s\}\}} \mathbb{E}_t^g \left[ \sum_{s=t}^{\infty} \beta^{s-t} u(C_s) \right] = \int_{\mathbb{R}_+^K} \sum_{s=t}^{\infty} \beta^{s-t} u(C_s) g_D(D_s|D_{s-1}) dD_s \quad \{\mathcal{P}_Q\}$$

subject to a sequence of budget constraints

$$C_s + P_{0,s}q_{0,s} + P^T_s q_s = q_{0,s-1} + (P_s + D_s)^T q_{s-1}, \quad \forall s \geq t,$$

control variables’ domain restrictions $C_s, \{q_{0,s},q_s\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1}, \forall s \geq t$, as well as the no-Ponzi-schemes constraint, also listing here the usual transversality condition for optimality,

$$\lim_{T \to \infty} \left\{ \left( \prod_{s=t}^T P_{0,s} \right) q_{0,T-1} + 1^T \left( \prod_{s=t}^T \text{diag}(P_s + D_s)^{-1} \text{diag}(P_s) \right) q_{T-1} \right\} \geq 0 \quad \text{a.s. (under } g_D),$$

with $u(C_s) = C_s^{1-\gamma}/(1-\gamma)$, and where

$$g_D(D_{s+1}|D_s) \text{ is given,} \quad \forall s \geq t.$$

(Alternatively, the no-Ponzi-schemes constraint and the transversality condition can be replaced with a compact domain for admissible control variables that covers the borrowing/short-selling and the asset supply limits.)
In words, the representative agent would like to choose stochastic consumption and investment plans that maximize an expected discounted sum of per-period utilities and at the same time satisfy the sequence of budget constraints (as well as the technical conditions ruling out pathological and ensuring valid solutions). The expectation is taken with respect to a given objective probability density function that defines the distribution of the stochastic fruit-dividends.

This is a standard dynamic programming problem. The state variables are \( \{q_{0,t-1}, q_{t-1}\} \) and \( D_t \). Denote the maximum value function as \( v^*(\{q_{0,t-1}, q_{t-1}\}, D_t) \). The corresponding Bellman equation is then:

\[
v^*(\{q_{0,t-1}, q_{t-1}\}, D_t) = \max_{C_t,q_{0,t},q_t} \left\{ u(C_t) + \beta E_t^g \left[ v^*(\{q_{0,t}, q_{t}, D_{t+1}\}) \right] \right\}
\]

subject to

\[
C_t + P_{0,t} q_{0,t} + P_{t}^T q_t = q_{0,t-1} + (P_t + D_t)^T q_{t-1},
\]

domain restriction \( C_t, \{q_{0,t}, q_t\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1} \), as well as the same no-Ponzi-schemes condition; also with the same utility function specification, and where

\[
g_D(D_{t+1}|D_t) \text{ is given.}
\]

**A.2 Feasible investment portfolio choice problem**

A feasible version of the consumption and portfolio choice problem, \( P_{Q,t} \), is formulated as follows:

\[
\max_{\{C_s, q_{0,s}, q_s\}} \int_{\mathbb{R}_+^K} \sum_{s=t}^{\infty} \beta^{s-t} u(C_s) h_D(D_s|D_{s-1}) dD_s \quad \{P_{Q,t} \}
\]
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subject to a sequence of budget constraints

\[ C_s + P_{0,s}q_{0,s} + P^T_s q_s = q_{0,s-1} + (P_s + \hat{D}_s)^T q_{s-1}, \quad \forall s \geq t, \]

control variables’ domain restrictions \( C_s, \{q_{0,s}, q_s\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1}, \forall s \geq t \), as well as the no-Ponzi-schemes constraint, also listing here the usual transversality condition for optimality,

\[
\lim_{T \to \infty} \left\{ \left( \prod_{s=t}^{T} P_{0,s} \right) q_{0,T-1} + 1^T \left( \prod_{s=t}^{T} \text{diag}(P_s + \hat{D}_s)^{-1} \text{diag}(P_s) \right) q_{T-1} \right\} \geq 0 \quad \text{a.s. (under } h_D),
\]

\[
\lim_{s \to \infty} \mathbb{E}_t^{h_D} [{\beta^{s-t}} u'(C_s)(P_{0,s}q_{0,s} + P^T_s q_s)] = 0;
\]

with \( u(C_s) = C_s^{1-\gamma}/(1 - \gamma) \), and where

\[
h_D(\hat{D}_{s+1}|\hat{D}_s) \text{ solves } P_T \text{ given } d(D_s, \hat{D}_s) \text{ and } \kappa, \quad \forall s \geq t,
\]

\[
g_D(D_{s+1}|D_s) \text{ is given,} \quad \forall s \geq t.
\]

The crucial difference from before is that in the feasible formulation of the consumption and portfolio choice problem the expectation is now taken with respect to the endogenous subjective probability density function for stochastic fruit-dividends, which itself has to be obtained as an optimal solution to the auxiliary informational problem.

The corresponding Bellman equation becomes:

\[
v(\{q_{0,t-1}, q_{t-1}\}, \hat{D}_t) = \max_{C_t, \{q_{0,t}, q_t\}} \left\{ u(C_t) + \beta \mathbb{E}_t^{h_D} [v(\{q_{0,t}, q_t\}, \hat{D}_{t+1})] \right\}
\]

subject to

\[
C_t + P_{0,t}q_{0,t} + P^T_t q_t = q_{0,t-1} + (P_t + \hat{D}_t)^T q_{t-1},
\]

domain restriction \( C_t, \{q_{0,t}, q_t\} \in \mathbb{R}_+ \times \mathbb{R}^{K+1}, \) as well as the same no-Ponzi-schemes condi-
tion; also with the same utility function specification, and where

\[
h_D(D_{t+1}|\hat{D}_t) := \int_{\text{supp}(g_D)} f(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t) \, dD_{t+1},
\]

\[
f_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t) := \arg \left\{ \min_{f(\cdot, \cdot)} \mathbb{E}^f \left[ d(v^\#(\{q_0,t, q_t\}, D_{t+1}), v(\{q_0,t, q_t\}, \hat{D}_{t+1})) \right] \right\},
\]

s.t. \( I(g_D(D_{t+1}|D_t); h_D(D_{t+1}|\hat{D}_t)) \leq \kappa \),

\[
g_D(D_{t+1}|D_t) \text{ is given.}
\]

The Bellman equation’s formulation is standard except that the probability density function \( h_D(\cdot) \) with respect to which it is defined stems from the solution to auxiliary sub-problem \( \mathcal{P}_I \).\(^1\)

---

1. Note that the no-Ponzi-schemes constraint here holds also for the original probability distribution \( g_D(\cdot) \) as long as original and simplified distributions are absolutely continuous with respect to each other.
APPENDIX B

INVARIANCE TO DECORRELATION

Proposition B.1 (Invariance to Decorrelation). Informational problem $\mathcal{P}_I$ with distortion function defined in Proposition 3 is unaffected by decorrelation: both $d(\cdot, \cdot)$ and $I(\cdot; \cdot)$ are invariant to linear transformations.

Proof. See Appendix §F.3.
This Appendix presents the solution to feasible consumption and portfolio choice problem $P_{QI}$. We start with the consumption and investment segment of the larger problem, dealing with the informational sub-problem afterwards. Clearly segregated formulations of these two sub-problems allow to formally solve each of them pretty much independently.

### C.1 Solution to consumption and investment sub-problem

Here we solve problem $P_{QI}$ taking $h_D(\hat{D}_{t+1})$ as given, i.e. focusing only on expressions (PQI-1)–(PQI-2) while respecting the domain, no-Ponzi-schemes and utility function restrictions. Essentially, this is a portfolio choice problem of Samuelson (1969), as well as Merton (1969), with price behavior related to underlying dividend dynamics as in Lucas (1978), and Breeden (1979).

First-order necessary conditions for the interior optimum is of the usual form:

$$
P_{0,t} = E^h_t \left[ \beta \frac{u'(C_{t+1})}{u'(C_t)} \right] = E^h_t \left[ \beta \left( \frac{C_{t+1}}{C_t} \right)^{-\gamma} \right], \tag{C.1}
$$

$$
P_t = E^h_t \left[ \frac{v'(C_{t+1})}{u'(C_t)} (P_{t+1} + \hat{D}_{t+1}) \right] = E^h_t \left[ \beta \left( \frac{C_{t+1}}{C_t} \right)^{-\gamma} (P_{t+1} + \hat{D}_{t+1}) \right]. \tag{C.2}
$$

We do not provide the full argument, and only mention the importance of realizing that due to i.i.d.-assumption, $E^h_t \left[ \beta (\hat{q}^\top \hat{D}_{t+1})^{-\gamma} (P(\hat{D}_{t+1}) + \hat{D}_{t+1}) \right]$ ends up being just a vector of constants. Leaving verification to the reader, we simply state that the optimal solution to consumption and investment sub-parts of the full problem is characterized by the expressions below (unfortunately, completely closed-form analytical solutions are not available in general.
even for the unconstrained problem \( P_Q \):

\[
C_t = (1 - \beta)W_t = (q_{t-1})^T D_t, \tag{C.3}
\]

\[
P_{0,t}^* q_{0,t}^* + (P_t^*)^T q_t^* = \beta W_t, \tag{C.4}
\]

\[
\{q_{0,t}^*, q_t^*\} = \{0, \bar{q}\}, \tag{C.5}
\]

\[
P_{0,t}^* = P_0(D_t) = \beta(\bar{q}^T D_t)^\gamma E_t^h \left[ \frac{1}{(\bar{q}^T D_{t+1})^\gamma} \right], \tag{C.6}
\]

\[
P_t^* = P(D_t) = \frac{\beta}{1 - \beta}(\bar{q}^T D_t)^\gamma E_t^h \left[ \frac{1}{(\bar{q}^T D_{t+1})^\gamma} \hat{D}_{t+1} \right], \tag{C.7}
\]

\[
v_t^* = v(\{q_{0,t-1}, q_{t-1}\}, D_t) = A W_t^{1-\gamma}, \tag{C.8}
\]

where, according to the definition in (3.1),

\[
W_t = q_{0,t-1} + (P_t^* + D_t)^T q_{t-1},
\]

and, in line with (3.5),

\[
A = \frac{(1 - \beta)^{-\gamma}}{1 - \gamma}.
\]

In the optimum, consumption and total investments are each constant shares of current wealth; and the value function takes the same CRRA form as the utility function, only in terms of wealth.

### C.2 Solution to informational sub-problem

Now we turn to the informational part of the larger problem \( P_{QI} \). It is basically solved in the main text and crucial details of the solution are presented in §3.3 (with §C.3 furnishing some auxiliary results), the rest is available in §C.4.
C.3 Updating of the mean

Notice that

\[
\hat{\mu}_r(\tilde{\omega}_t) = \mu_r + \hat{\mu}_r(\tilde{\omega}_t) = \mu_r + \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) 1(1 - \tilde{\omega}_t) \
\neq \mu_r + \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2} (\Sigma_r - \hat{\Sigma}_r) \omega_t = \mu_r + \hat{\mu}_r = \hat{\mu}_r
\]

in general. (For \(\omega_t\) with positive elements, in the interior solution case it is easy to see that \(\hat{\mu}_r(\tilde{\omega}_t) < \hat{\mu}_r\); but this does not always hold in the boundary solution case, as can be shown by a simple counterexample.) However, Proposition 3.1 states that optimal accounting for the discrepancy between original, \(\Sigma_r\), and simplified, \(\hat{\Sigma}_r\), variance-covariance matrices requires using the latter value for the mean, \(\hat{\mu}_r\).

Less formally, we may posit that the mean \(\hat{\mu}_r(\tilde{\omega}_t)\) is trained over time off achieved decision outcomes, thus approaching \(\hat{\mu}_r\) in the course of “supervised learning”.

Alternatively and more formally, we may postulate the following procedure for iterative updating of the mean. In each iteration \(\iota\) of the optimization process, proposed choice of parameter value \(\theta_\iota := \{q_{0,\iota,t}, q_{t,\iota}\}\) that has been accepted is immediately reflected in the corresponding value of \(\omega_{t,\iota}\) (which is possible since the latter is then just a function of known values of \(\{P_{0,\iota}, P_{t}\}, W_t\) as well as \(\{q_{0,\iota,t}, q_{t,\iota}\}\); and with such auxiliary routine embedded into function \(\varphi(x | \theta_\iota)\)). In turn, this update allows to compute the values of \(\hat{\mu}_{r,\iota}\) and \(\hat{\mu}_{r,\iota}\). Remember that conditional on the value of \(\hat{\mu}_{r,\iota}\), distortion function from Proposition 3.3 is otherwise invariant, hence the rest of the solution to informational problem is unaffected, and results of Propositions 4–5 still hold except for updated values of \(\hat{\mu}_{r,\iota}\) and \(\hat{\mu}_{r,\iota}\). Since our environment is sufficiently “well-behaved”, both \(\theta_\iota\) and \(\hat{\mu}_{r,\iota}\) will converge to their optimal values \(\theta^*\) and \(\hat{\mu}_r\) simultaneously. As a result, we have the following Proposition.

**Proposition C.1** (Specific Solution to Informational Problem: Representation in Economic
Terms with Updating of the Mean). Assume the procedure for iterative updating of the mean described in the text. Then statement of Proposition 5 holds for \( \mu_r(\hat{\omega}_t) \) and \( \hat{\mu}_r(\hat{\omega}_t) \) replaced with, respectively, \( \hat{\mu}_r \) and \( \hat{\mu}_r \) throughout.

Proof. See Appendix §F.6.

Note that the result of Proposition C.1 is achieved for any admissible starting value of \( \hat{\omega}_t \in \mathbb{R}_+ \). It is also noteworthy that postulated iterative updating procedure is akin to the (iterative or continuous) updating requirement discussed in Appendix §K, which we have ruled out appealing to robustness in Proposition 3.2 instead; but at this point the problem is much simpler and requirements needed for implementing the procedure seem more realistic.

C.4 Solution to informational sub-problem (continued)

Lastly, touching upon the informational coherence, optimal solution to the informational sub-problem amounts to the following joint probability density:

\[
f(x, \hat{x}) = f(x|\hat{x})h(\hat{x}) = (2\pi)^{-\frac{K}{2}} |\Psi|^{-\frac{1}{2}} e^{-\frac{1}{2}(x-\hat{x}+\hat{\mu})^\top \Psi^{-1}(x-\hat{x}+\hat{\mu})} \times (2\pi)^{-\frac{K}{2}} |\hat{\Sigma}|^{-\frac{1}{2}} e^{-\frac{1}{2}(\hat{x}-\hat{\mu})^\top \hat{\Sigma}^{-1}(\hat{x}-\hat{\mu})} =
\]

\[
= (2\pi)^{-\frac{2K}{2}} \left| \begin{bmatrix} \Sigma & \hat{\Sigma} \\ \hat{\Sigma} & \hat{\Sigma} \end{bmatrix} \right|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \begin{bmatrix} x - \mu \\ \hat{x} - \hat{\mu} \end{bmatrix}^\top \begin{bmatrix} \Sigma & \hat{\Sigma} \\ \hat{\Sigma} & \hat{\Sigma} \end{bmatrix}^{-1} \begin{bmatrix} x - \mu \\ \hat{x} - \hat{\mu} \end{bmatrix} \right),
\]

which, after substituting \( \Xi^\top r_{t+1} \) for \( x, \Xi^\top r_{t+1} \) for \( \hat{x}, \Xi^\top \mu_r \) for \( \mu, \Xi^\top \hat{\mu}_r \) for \( \hat{\mu}, \Xi^\top \Sigma r \Xi \) for \( \Sigma \), and \( \Xi^\top \Sigma_r \Xi \) for \( \hat{\Sigma} \), produces \( f_r(r_{t+1}, \hat{r}_{t+1}) \):

\[
f(x, \hat{x}) = (2\pi)^{-\frac{2K}{2}} \left| \begin{bmatrix} \Sigma_r & \hat{\Sigma}_r \\ \hat{\Sigma}_r & \hat{\Sigma}_r \end{bmatrix} \right|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \begin{bmatrix} r_{t+1} - \mu_r \\ \hat{r}_{t+1} - \hat{\mu}_r \end{bmatrix}^\top \begin{bmatrix} \Sigma_r & \hat{\Sigma}_r \\ \hat{\Sigma}_r & \hat{\Sigma}_r \end{bmatrix}^{-1} \begin{bmatrix} r_{t+1} - \mu_r \\ \hat{r}_{t+1} - \hat{\mu}_r \end{bmatrix} \right) = f_r(r_{t+1}, \hat{r}_{t+1}).
\]
That is, \( f(\cdot, \cdot) \) and \( f_r(\cdot, \cdot) \) have the same multivariate-\( \mathcal{N} \) form, i.e. for parameters consisting of mean vector \( \Theta_1 \) and variance-covariance matrix \( \Theta_2 \),

\[
f(\chi, \hat{\chi}|\Theta_1, \Theta_2) = f_r(\chi, \hat{\chi}|\Theta_1, \Theta_2) \text{ is } \mathcal{N}(\Theta_1, \Theta_2) \quad \forall \chi, \hat{\chi} \in \mathbb{R}^K.
\]

Obviously, analogous relationship holds for \( g(\cdot) \) and \( g_r(\cdot) \), as well as \( h(\cdot) \) and \( h_r(\cdot) \).

### C.5 Merging two sub-problems’ solutions

Finally, we use the results from §C.1 and §C.2 to tie up the loose ends concerning the probability distributions of dividends.

Having got the solution for \( P_t^* \) in (C.7), we can combine definition (3.2) with the result of Proposition 5 to “reverse-engineer” approximating probability density function for dividends so that by construction it would be coherent with approximating density of returns deduced in the Proposition:

\[
h_r(\hat{r}_{t+1}) = (2\pi)^{-K/2} |\Sigma_r|^{-1/2} e^{-\frac{1}{2}(\hat{r}(\hat{D}_{t+1}|\hat{D}_t)-\hat{\mu}_r)^\top \Sigma_r^{-1}(\hat{r}(\hat{D}_{t+1}|\hat{D}_t)-\hat{\mu}_r)} := h_D(\hat{D}_{t+1}|\hat{D}_t),
\]

where

\[
\hat{r}(\hat{D}_{t+1}|\hat{D}_t) = \ln \hat{R}(\hat{D}_{t+1}|\hat{D}_t) = \ln \left( \text{diag} \left( P(D_t) \right)^{-1} \left( P(\hat{D}_{t+1}) + \hat{D}_{t+1} \right) \right) := \ln \left( \text{diag} \left( \frac{\beta}{1 - \beta} (\bar{q}^\top \bar{D}_t)^\top E \right)^{-1} \left( \frac{\beta}{1 - \beta} (\bar{q}^\top \hat{D}_{t+1})^\top E + \hat{D}_{t+1} \right) \right).
\]

Here, we have introduced for the following constant vector a shortcut notation

\[
E := E_{\hat{t}+1}^h \left[ \frac{1}{(\bar{q}^\top \hat{D}_{t+1})^\gamma} \hat{D}_{t+1} \right].
\]

Since in equilibrium prices are dictated by the solution to consumption and investment subproblem from §C.1, we use the same optimal price function (C.7), together with definition
(3.2) and assumption (3.4), also to back out the true density for dividends:

\[
g_r(r_{t+1}) = (2\pi)^{-K/2} \left| \Sigma_r \right|^{-1/2} e^{-\frac{1}{2}(r(D_{t+1}|D_t) - \mu_r)\Sigma_r^{-1}(r(D_{t+1}|D_t) - \mu_r)} =: g_D(D_{t+1}|D_t),
\]

where

\[
r(D_{t+1}|D_t) = \ln R(D_{t+1}|D_t) = \ln \left( \text{diag} \left( P(D_t) \right)^{-1} (P(D_{t+1}) + D_{t+1}) \right) := \ln \left( \text{diag} \left( \frac{\beta}{1 - \beta}(q^T D_t)^\gamma E \right)^{-1} \left( \frac{\beta}{1 - \beta}(q^T D_{t+1})^\gamma E + D_{t+1} \right) \right).
\]

Note that constant vector \( E \) used here in the determination of true \( r(D_{t+1}|D_t) \) is the same as in the case of approximating \( \hat{r}(\hat{D}_{t+1}|\hat{D}_t) \), and is still defined in terms of simplified probability density according to (C.5).

The corresponding result for \( f_r(r_{t+1}, \hat{r}_{t+1}) \) and \( f_D(D_{t+1}, \hat{D}_{t+1}|D_t, \hat{D}_t) \) follows in a similar manner, thus validating informational coherence.
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APPENDIX E

DATA

Real per capita consumption series is constructed using quarterly data on nominal seasonally adjusted at annual rates personal consumption expenditures for nondurable goods and services, corresponding seasonally adjusted price indexes, as well as population size from U.S. Bureau for Economic Analysis’s NIPA tables.

Real risk-free and market returns are constructed using nominal risk-free and market returns from Fama-French online data library, converted from monthly into quarterly frequency, as well as the personal consumption expenditures for nondurable goods and services deflator applied to nominal consumption series as described above.

Real dividend series is constructed using nominal dividends for S&P500 Composite at quarterly frequency from Robert Shiller’s online data collection as well as the personal consumption expenditures for nondurable goods and services deflator applied to nominal consumption series as described above.

APPENDIX F
PROOFS OF PROPOSITIONS

F.1 Proof of Proposition 1

Proof. In information theory $P_I$ is known as the problem of finding the distortion rate function (e.g., see Cover and Thomas 2006). This is a standard calculus of variations problem that can be solved using the method of Lagrange multipliers.

Form the Lagrangian functional:

$$
\mathcal{L} := \int_{\text{supp}(h)} \int_{\text{supp}(g)} d(x, \hat{x}) f(x, \hat{x}) \, dx \, d\hat{x} + \\
+ \lambda \left[ \int_{\text{supp}(h)} \int_{\text{supp}(g)} f(x, \hat{x}) \ln f(x, \hat{x}) \, dx \, d\hat{x} - \\
- \int_{\text{supp}(h)} \left( \int_{\text{supp}(g)} f(x, \hat{x}) \, dx \right) \ln \left( \int_{\text{supp}(g)} f(x, \hat{x}) \, dx \right) \, d\hat{x} - \\
- \int_{\text{supp}(g)} g(x) \ln g(x) \, dx - \kappa \right] + \\
+ \mu(x) \left[ \int_{\text{supp}(h)} f(x, \hat{x}) \, d\hat{x} - g(x) \right] + \\
+ \nu(x, \hat{x}) \left[ - f(x, \hat{x}) \right].
$$

The integrability condition ensures the optimum exists. Absolute continuity rules out boundary solutions. The objective is convex in $f(\hat{x}|x)$ for fixed $g(x)$, so the first order condition with respect to $f(x, \hat{x})$ is sufficient for interior minimum. Equalize the corresponding functional derivative to 0 to obtain

$$
0 =: \frac{\delta \mathcal{L}}{\delta f(x, \hat{x})} = d(x, \hat{x}) + \lambda \left\{ \ln f(x, \hat{x}) + 1 - \ln \left( \int_{\text{supp}(g)} f(x, \hat{x}) \, dx \right) - 1 \right\} + \\
+ \mu(x) - \nu(x, \hat{x}).
$$
Rearranging yields the following solution to minimization problem:

\[ f(\mathbf{x}|\mathbf{\hat{x}}) = e^{\frac{1}{\lambda} \nu(\mathbf{x},\mathbf{\hat{x}}) - \frac{1}{\lambda} \mu(\mathbf{x}) - \frac{1}{\lambda} d(\mathbf{x},\mathbf{\hat{x}})}. \]

\[ \square \]

F.2 Proof of Proposition 3, with additional comments

The statement and its proof is split into three auxiliary propositions.

**Proposition 3.1 (Approximate Distortion Function).** Let distortion function

\[ d(r_{t+1}, \hat{r}_{t+1}) = (\ln W_{t+1} - \ln \hat{W}_{t+1})^2 \]

be a random scalar defined in the context of problem $\mathcal{P}_{\mathcal{Q}T}$.

Then, under distributional assumptions given, it approximately equals

\[ d(r_{t+1}, \hat{r}_{t+1}) \approx (\mathbf{\omega}_t^T (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r))^2, \]

where

\[ \mathbf{\omega}_t := \text{diag}(\mathbf{P}_t)\mathbf{q}_t / W_t \]

is a $K$-vector of the shares of wealth invested in risky assets; $\hat{\Sigma}_r$ is a variance-covariance matrix for $\hat{r}_{t+1}$; while the mean of simplified random variable $\hat{\mu}_r$ equals

\[ \hat{\mu}_r := \mu_r + \hat{\mu}_r, \]

with bias $\hat{\mu}_r$ defined as

\[ \hat{\mu}_r := \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2}(\Sigma_r - \hat{\Sigma}_r)\mathbf{\omega}_t. \]
As interval between time periods \( t \) and \( (t + 1) \) shrinks, in the limit the approximation turns into exact expression.

Proof. See Appendix §F.2.1.

The approximation is based on continuous-time representation of the stochastic processes involved \((\ln W_{t+1} \text{ and } \omega_t r_{t+1})\), it is relatively innocuous. The general approach is related to that of Campbell and Viceira (2002a). On the other hand, similar approximation result can also be obtained directly using second-order Taylor expansion.

Approximate distortion function from Proposition 3.1 is purpose-specific: it adjusts to and depends on \( \omega_t \), the shares of wealth considered for being invested in risky trees (note that riskless tree’s share does not enter the expression, thus even the scales of three summands are not pinned down here). This introduces a sort of endogeneity, circularity to the choice of what shares to use: a contemplated portfolio allocation generates respective shares, thus inducing the distortion function and the corresponding approximating distribution, which in turn will lead to another candidate portfolio choice and updated set of shares that differ from those used for the latest iteration of an approximating distribution.

To resolve this dilemma, we motivate the choice of wealth shares to use by the minimization of maximum loss, robustness to “worst-case” scenarios (cf. Hansen and Sargent, 2007). This approach will allow us to get rid of the connection to actual portfolio allocations or net supplies altogether. Results of its application are condensed in the following Proposition. (Appendix §K discusses alternative resolutions of this circularity dilemma.)

**Proposition 3.2** (Robust Strategy). Let player Agent solve problem \( \mathcal{P}_I \) with distortion function defined as in the statement of Proposition 3.1:

\[
\min_{f_r(r, \hat{r})} \mathbb{E}^f[d(r_{t+1}, \hat{r}_{t+1})] \iff \min_{f_r(r, \hat{r})} \mathbb{E}^f\left[\left(\omega_t^T(r_{t+1} - \hat{r}_{t+1} + \mu_r)\right)^2\right]
\]

subject to standard information constraint and technical restrictions (i.e., \( \lambda \)-, \( \mu(x) \)- and...
Let player Nature maximize the same objective function with respect to $\omega_{1K,t}$, that is solve the following problem:

$$\max_{\omega_t} \mathbb{E}^f[d(r_{t+1}, \hat{r}_{t+1})] \iff \max_{\omega_t} \mathbb{E}^f\left[ (\omega_t^r(r_{t+1} - \hat{r}_{t+1} + \mu_r))^2 \right]$$

subject to

$$\omega_t^1 \leq \omega_t^N \quad \forall \omega_t^N \in \mathbb{R}_+, \quad \omega_{k,t} \geq 0 \quad \forall k \in \{1, \ldots, K\}.$$

Then a simultaneous-move game possesses a Nash-equilibrium characterized by the following strategies ($\forall \omega_t^A, \omega_t^N \in \mathbb{R}_+$): Agent plays

$$f^*_r(r_{t+1}, \hat{r}_{t+1}) := \arg \min_{f_r(r, r)} \mathbb{E}^f \left[ \sum_k \frac{1}{K} (\omega_t^A)^2 \left( r_{k,t+1} - \hat{r}_{k,t+1} + \mu_{r,k}(\omega_t^A) \right)^2 \right],$$

where

$$\mu_{r,k}(\omega_t^A) := \frac{1}{2}(\sigma_{r,k}^2 - \sigma_{r,k}^2)(1 - \omega_t^A) \quad \forall k \in \{1, \ldots, K\};$$

Nature plays a mixed strategy

$$\omega_{k,t} := \omega_t^N, \quad k = k^*,$$

$$\omega_{k,t} := 0, \quad k \neq k^*,$$

where

$$k^* \sim \mathcal{U}\{1, \ldots, K\}.$$

A game where player Nature is a second-mover possesses a Nash-equilibrium characterized by the same strategies.
Proof. See Appendix §F.2.2.

Fixed scalars $\tilde{\omega}_t^A$ and $\tilde{\omega}_t^N$ in the Proposition above serve the role of unknown constant parameters denoting some chosen value of total share of wealth invested in risky assets in Agent’s and Nature’s problems, respectively. For instance, $\tilde{\omega}_t^A$ may be thought as implicit borrowing/collateral constraint.

Also note that constraint $\omega_{k,t} \geq 0 \forall k \in \{1, \ldots, K\}$ in Nature’s problem ensures consistency with general equilibrium.

Proposition 3.2 is of interest to us not in itself, but as a means of further refining of the distortion function to be used. Such a distortion function is formulated in Proposition 3.3.

**Proposition 3.3** (Robust Approximate Distortion Function). Robust strategy given by the statement of Proposition 3.2, and assuming total share of wealth invested in risky assets agrees with the definition in Proposition 3.1, i.e.

$$\tilde{\omega}_t := 1^T \omega_t = 1^T \text{diag}(P_t) q_t / W_t,$$

induces the following distortion function:

$$d(r_{t+1}, \hat{r}_{t+1}) := (r_{t+1} - \hat{r}_{t+1} + \tilde{\mu}_r(\tilde{\omega}_t))^T (r_{t+1} - \hat{r}_{t+1} + \tilde{\mu}_r(\tilde{\omega}_t)), $$

where

$$\tilde{\mu}_r(\tilde{\omega}_t) := \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) (1 - \tilde{\omega}_t) =$$

$$= \frac{1}{2} \text{diag}(\sigma^2_{r,1} - \hat{\sigma}^2_{r,1}, \ldots, \sigma^2_{r,K} - \hat{\sigma}^2_{r,K}) 1(1 - \tilde{\omega}_t).$$

Proof. See Appendix §F.2.3.
F.2.1 Proof of Proposition 3.1

Proof. Consider continuous-time dynamics of dividend and price processes from problem $P_Q$ (their counterparts from problem $P_{Q\bar{I}}$ are analogous to ones below):

\[
\begin{align*}
  dD_t &:= \text{diag}(D_t)\mu_D dt + \text{diag}(D_t)\sigma_D dB_t, \\
  dP_{0,t} &:= r_{0,t} P_{0,t} dt, \\
  dP_t &:= \text{diag}(P_t)(\mu_P + \frac{1}{2}\text{diag}^{-1}(\sigma_P \sigma_P^T)) dt + \text{diag}(P_t)\sigma_P dB_t,
\end{align*}
\]

where $D_t$ is the dividend process, $\mu_D$ is a $K$-sized constant vector, $\sigma_D$ is a $K \times K$ constant matrix, $B_t$ is a standard $K$-dimensional Brownian motion, $P_{0,t}$ is thought as the money account process with stochastic instantaneous interest rate $r_{0,t}$ (which is equivalent to rolling over just maturing zero coupon bonds), and $P_t$ is the price process corresponding to assets with the dividend process given above.

By Itô’s lemma, for $P_t := P(D_t)$ we have:

\[
\begin{align*}
  \mu_P &= \text{diag}(P_t)^{-1} \frac{\partial P}{\partial D} \text{diag}(D_t)\mu_D + \frac{1}{2} \text{diag}(P_t)^{-1}\sigma_D \text{diag}(D_t) \frac{\partial^2 P}{\partial D \partial D^T} \text{diag}(D_t)\sigma_D - \\
  &\quad - \frac{1}{2} \text{diag}^{-1}(\sigma_P \sigma_P^T), \\
  \sigma_P &= \text{diag}(P_t)^{-1} \frac{\partial P}{\partial D} \text{diag}(D_t)\sigma_D.
\end{align*}
\]

We also have, deducing the (ex-dividend) wealth dynamics from the budget constraint:

\[
\begin{align*}
  d\ln P_t &= \mu_P dt + \sigma_P dB_t, \\
  dW_t &= W_t \left( \omega_t^T(\mu_P + \frac{1}{2}\text{diag}^{-1}(\sigma_P \sigma_P^T) + \text{diag}(P_t)^{-1}D_t - r_{0,t}1) + r_{0,t} - \frac{C_t}{W_t} \right) dt + \\
  &\quad + W_t \omega_t^T \sigma_P dB_t, \\
  d\ln W_t &= \left( \omega_t^T(\mu_P + \frac{1}{2}\text{diag}^{-1}(\sigma_P \sigma_P^T) + \text{diag}(P_t)^{-1}D_t - r_{0,t}1) + r_{0,t} - \frac{C_t}{W_t} - \\
  &\quad - \frac{1}{2} \omega_t^T \sigma_P \sigma_P^T \omega_t \right) dt + \omega_t^T \sigma_P dB_t,
\end{align*}
\]
where

\[ W_t := P_{0,t}q_{0,t} + P_t^\top q_t, \]
\[ \omega_{0,t} := P_{0,t}q_{0,t} / W_t, \]
\[ \omega_t := \frac{1}{W_t} \text{diag}(P_t)q_t. \]

Increasing time intervals to \( dt = 1 \) and setting

\[ \Sigma_r := \sigma_P\sigma_P^\top, \]
\[ r_{t+1} := \mu_P + \sigma_P(B_{t+1} - B_t) =: \mu_r + \mathcal{N}(0, \Sigma_r) \]

produces a continuous-time approximation to a discrete-time case:

\[
\begin{align*}
\ln W_{t+1} - \ln W_t \approx & \left( \omega_t^\top (\text{diag}(P_t)^{-1}D_t - r_{0,t}1) + r_{0,t} - \frac{C_t}{W_t} + \\
& + \frac{1}{2} \omega_t^\top \text{diag}^{-1}(\Sigma_r) - \frac{1}{2} \omega_t^\top \Sigma_r \omega_t \right) + \omega_t^\top r_{t+1},
\end{align*}
\]

with its constrained counterpart being (will verify later in Proposition 5 that log-normality of constrained random variables is admissible, and deduce the value of \( \hat{\mu}_r \) shortly)

\[
\begin{align*}
\ln \hat{W}_{t+1} - \ln W_t \approx & \left( \omega_t^\top (\text{diag}(P_t)^{-1}D_t - r_{0,t}1) + r_{0,t} - \frac{C_t}{W_t} + \\
& + \frac{1}{2} \omega_t^\top \text{diag}^{-1}(\hat{\Sigma}_r) - \frac{1}{2} \omega_t^\top \hat{\Sigma}_r \omega_t \right) + \omega_t^\top \hat{r}_{t+1}.
\end{align*}
\]

Thus,

\[
d(r_{t+1}, \hat{r}_{t+1}) = (\ln W_{t+1} - \ln \hat{W}_{t+1})^2 \approx \]
\[
\approx \left( \omega_t^\top (r_{t+1} - \hat{r}_{t+1}) + \frac{1}{2} \omega_t^\top \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2} \omega_t^\top (\Sigma_r - \hat{\Sigma}_r) \omega_t \right)^2.
\]

Since wealth process follows a geometric Brownian motion, equalizing expected growth
rates of true $\ln W_{t+1}$ and approximate $\ln \hat{W}_{t+1}$ when volatility $\Sigma_r$ is replaced with $\hat{\Sigma}_r$ necessitates an adjustment to the mean of approximating random variable, $\hat{\mu}_r$. It is easy to see that the correct mean has to be

$$\hat{\mu}_r := \mu_r + \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2} (\Sigma_r - \hat{\Sigma}_r) \omega_t := \mu_r + \hat{\mu}_r.$$ 

Which also is, by the usual mean-as-a-minimum-MSE-estimator logic, the minimizer of

$$E^f[d(r_{t+1}, \hat{r}_{t+1})] \approx E^f \left[ \left( \omega_t^\top (r_{t+1} - \hat{r}_{t+1}) + \frac{1}{2} \omega_t^\top \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2} \omega_t^\top (\Sigma_r - \hat{\Sigma}_r) \omega_t \right)^2 \right],$$

producing as a result

$$E^f[d(r_{t+1}, \hat{r}_{t+1})] \bigg|_{\hat{\mu}_r = \mu_r + \hat{\mu}_r} \approx \omega_t^\top \Psi_r \omega_t,$$

where we have introduced (in accordance with Proposition 5) notation

$$\Psi_r := E^f[(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r)(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r)^\top].$$

Now approximate distortion function can also be formulated as

$$d(r_{t+1}, \hat{r}_{t+1}) \approx \left( \omega_t^\top (r_{t+1} - \hat{r}_{t+1}) + \frac{1}{2} \omega_t^\top \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) - \frac{1}{2} \omega_t^\top (\Sigma_r - \hat{\Sigma}_r) \omega_t \right)^2 = \left( \omega_t^\top (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r) \right)^2.$$

Lastly, keeping time intervals infinitesimally short would leave us in continuous time framework, with the above expressions being exact.
F.2.2 Proof of Proposition 3.2

Proof. Consider simultaneous-move game first. The argument proceeds in 4 steps.

1. For a given probability density function \(f(r_{t+1}, \hat{r}_{t+1})\), we can write the objective function as

\[
E^f[d(r_{t+1}, \hat{r}_{t+1})] = E^f[(\omega_t^T(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_t))^2] = \omega_t^T \Psi_t \omega_t,
\]

where we use (in accordance with Proposition 5) notation

\[
\Psi_t := E^f[(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_t)(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_t)^T].
\]

2. Nature solves

\[
\max_{\omega_t} E^f[d(r_{t+1}, \hat{r}_{t+1})] \iff \max_{\omega_t} \omega_t^T \Psi_t \omega_t
\]

subject to

\[
\omega_t^T 1 \leq \bar{\omega}_t^N \quad \forall \bar{\omega}_t^N \in \mathbb{R}_+,
\]

\[
\omega_{k,t} \geq 0 \quad \forall k \in \{1, \ldots, K\}.
\]

(i) Perfect information case: \(\Psi_t\) is known. (Benchmark case.)

Notice that

\[
V(\omega_t^T(r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_t)) = \sum_k \omega_{k,t}^2 \psi_{r,k}^2 + 2 \sum_{k \neq l} \omega_{k,t} \omega_{l,t} \psi_{r,k} \psi_{r,l} \leq \sum_k \omega_{k,t}^2 \psi_{r,k}^2 + 2 \sum_{k \neq l} \omega_{k,t} \omega_{l,t} \psi_{r,k} \psi_{r,l} \leq (\bar{\omega}_t^N)^2 \max_{k \in \{1, \ldots, K\}} \psi_{r,k}^2.
\]
Thus, Nature chooses corner solution:

\[
\omega_{k,t} := \hat{\omega}_t^N, \quad k = k^* := \arg \max_{k \in \{1, \ldots, K\}} \psi_r^2_{r,k} \text{ (randomize if multiplicity)},
\]

\[
\omega_{k,t} := 0, \quad k \neq k^*.
\]

(ii) Imperfect information case: \(\Psi_r\) unknown. (Simultaneous-move case.)

Still, Nature would want to choose corner solution. The principle of indifference (principle of insufficient reason) entails uniform distribution for the corner solution’s candidate:

\[ k^* \sim \mathcal{U}(\{1, \ldots, K\}). \]

Thus, Nature’s move is:

\[
\omega_{k,t} := \hat{\omega}_t^N, \quad k = k^* \sim \mathcal{U}(\{1, \ldots, K\}),
\]

\[
\omega_{k,t} := 0, \quad k \neq k^*.
\]

3. Agent anticipates Nature’s strategy and formulates the objective function to solve

\[
(\forall \hat{\omega}_t^A \in \mathbb{R}^+; \text{ notice that } \hat{\omega}_t^A \neq \hat{\omega}_t^N \text{ in general, so coordination between players on exact share is not necessary for achieving an equilibrium}):\]

\[
\min_{f_r(r_t, \hat{r}_t)} \sum_k \frac{1}{K} \mathbb{E}_f^r \left[ d(\hat{r}_{t+1}, \hat{r}_{t+1}) \mid \omega_{k,t} = \hat{\omega}_t^A; \omega_{l,t} = 0, \forall l \neq k \right] \iff
\]

\[
\min_{f_r(r_t, \hat{r}_t)} \mathbb{E}_f^r \left[ \sum_k \frac{1}{K} d(\hat{r}_{t+1}, \hat{r}_{t+1}) \mid \omega_{k,t} = \hat{\omega}_t^A; \omega_{l,t} = 0, \forall l \neq k \right] \iff
\]

\[
\min_{f_r(r_t, \hat{r}_t)} \mathbb{E}_f^r \left[ \sum_k \frac{1}{K} (\omega_t^r (r_{t+1} - \hat{r}_{t+1}) + \mu_r)^2 \mid \omega_{k,t} = \hat{\omega}_t^A; \omega_{l,t} = 0, \forall l \neq k \right] \iff
\]

\[
\min_{f_r(r_t, \hat{r}_t)} \mathbb{E}_f^r \left[ \sum_k \frac{1}{K} \left( \omega_t^r (r_{t+1} - \hat{r}_{t+1} + \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \bar{\Sigma}_r) - \frac{1}{2} (\Sigma_r - \bar{\Sigma}_r) \omega_t) \right)^2 \mid \omega_{k,t} = \hat{\omega}_t^A; \omega_{l,t} = 0, \forall l \neq k \right] \iff
\]

\[
\min_{f_r(r_t, \hat{r}_t)} \mathbb{E}_f^r \left[ \sum_k \frac{1}{K} (\hat{\omega}_t^A)^2 \left( r_{k,t+1} - \hat{r}_{k,t+1} + \frac{1}{2} (\sigma_{r,k} - \bar{\sigma}_{r,k}) - \frac{1}{2} (\sigma_{r,k} - \bar{\sigma}_{r,k}) \hat{\omega}_t^A \right)^2 \right] \iff
\]

\[
\min_{f_r(r_t, \hat{r}_t)} \mathbb{E}_f^r \left[ \sum_k \frac{1}{K} (\hat{\omega}_t^A)^2 \left( r_{k,t+1} - \hat{r}_{k,t+1} + \bar{\mu}_{r,k} \hat{\omega}_t^A \right)^2 \right]
\]
subject to standard informational constraints.

4. In Nash-equilibrium of this simultaneous-move game, players’ strategies are as follows $(\forall \hat{\omega}_t^A, \hat{\omega}_t^N \in \mathbb{R}_+)$:

- Agent plays

$$
\hat{f}_t^*(r_{t+1}, \hat{r}_{t+1}) := \arg \min_{f_t(r, \tilde{r})} \mathbb{E}^f \left[ \frac{1}{K} \left( \hat{\omega}_t^A \right)^2 (r_{k,t+1} - \hat{r}_{k,t+1} + \hat{\mu}_{r,k}(\hat{\omega}_t^A))^2 \right];
$$

- Nature plays a mixed strategy

$$
\omega_{k,t} := \hat{\omega}_t^N, \quad k = k^*,
\omega_{k,t} := 0, \quad k \neq k^*,
$$

where

$$
k^* \sim \mathcal{U}(\{1, \ldots, K\}).
$$

For a game with Nature as a second-mover, the proof requires only a slight modification in step 2, where the perfect information case applies. (Note that step 3 remains unchanged due to previous step’s randomization in situation of multiplicity.)

$$
\square
$$

\textbf{F.2.3 Proof of Proposition 3.3}

\textit{Proof.} Plugging $\hat{\omega}_t^A := 1^T \omega_t =: \hat{\omega}_t$ into Agent’s equilibrium strategy expression in Proposition 3.2, we immediately have

$$
\sum_k \frac{1}{K} \hat{\omega}_t^2 (r_{k,t+1} - \hat{r}_{k,t+1} + \hat{\mu}_{r,k}(\hat{\omega}_t))^2 \propto (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_{r}(\hat{\omega}_t))^T (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_{r}(\hat{\omega}_t)) =: d(r_{t+1}, \hat{r}_{t+1}),
$$

utilizing the fact that for the purpose of extremization, distance metrics are defined only up to a constant of proportionality.
F.3 Proof of Proposition B.1

Proof. Substitute from (3.7), (3.8) and (3.9) into $d(r_{t+1}, \hat{r}_{t+1})$ and $\mathcal{I}(g_r(r_{t+1}); h_r(\hat{r}_{t+1}))$:

$$d(r_{t+1}, \hat{r}_{t+1}) = (r_{t+1} - \hat{r}_{t+1} + \mu_r(\hat{\omega}_t))\mathbf{T}(r_{t+1} - \hat{r}_{t+1} + \mu_r(\hat{\omega}_t)) =$$

$$= \left(\Xi x - \Xi \hat{x} + \Xi \mu(\hat{\omega}_t)\right)\mathbf{T}\left(\Xi x - \Xi \hat{x} + \Xi \mu(\hat{\omega}_t)\right) =$$

$$= (x - \hat{x} + \mu(\hat{\omega}_t))\mathbf{\Xi}^\mathbf{T}\Xi(x - \hat{x} + \mu(\hat{\omega}_t)) =$$

$$= (x - \hat{x} + \mu(\hat{\omega}_t))\mathbf{T}(x - \hat{x} + \mu(\hat{\omega}_t)) =: d(x, \hat{x}),$$

$$\mathcal{I}(g_r(r_{t+1}); h_r(\hat{r}_{t+1})) = \mathcal{E}(g_r(r_{t+1})) + \mathcal{E}(h_r(\hat{r}_{t+1})) - \mathcal{E}(g_r(r_{t+1}), h_r(\hat{r}_{t+1})) =$$

$$= \mathcal{E}(g_r(\Xi x)) + \mathcal{E}(h_r(\Xi \hat{x})) - \mathcal{E}(g_r(\Xi x), h_r(\Xi \hat{x})) =$$

$$= \mathcal{E}(g(\hat{x})) + \ln(\text{abs}(\Xi)) + \mathcal{E}(h(\hat{x})) + \ln(\text{abs}(\Xi)) -$$

$$- \mathcal{E}(g(x), h(\hat{x})) - \ln(\text{abs}(\Xi || \Xi)) =$$

$$= \mathcal{E}(g(x)) + \mathcal{E}(h(\hat{x})) - \mathcal{E}(g(x), h(\hat{x})) =: \mathcal{I}(g(x); h(\hat{x})).$$

\[\square\]

F.4 Proof of Proposition 4

Proof. We derive (or simply guess some parts of) the specific solution to the informational problem, then verify that it satisfies the necessary conditions for optimality. Given that objective function is convex, it has a unique minimum, so locating one candidate solution that satisfies the Karush–Kuhn–Tucker conditions suffices.

(a) Interior solution (“large” $\kappa$, “small” $\lambda$).
The following proof essentially replicates Sims’s (2003, 2006) arguments; but this is a classic result in information theory, e.g. see Berger (1971) or Cover and Thomas (2006).

1. $\mathbf{x} \in \mathbb{R}^K$. Guess (and verify later) that $\hat{\mathbf{x}} \in \mathbb{R}^K$. Hence,

$$\nu(\mathbf{x}, \hat{\mathbf{x}}) = 0 \quad \forall \mathbf{x}, \hat{\mathbf{x}} \in \mathbb{R}^K.$$ 

2. Show that $e^{-\frac{1}{2}\mu(\mathbf{x})} = (\pi \lambda)^{-\frac{K}{2}}$ is a valid element of the solution:

$$1 = \int_{\mathbb{R}^K} f(\mathbf{x}|\hat{\mathbf{x}}) \, d\mathbf{x} = \int_{\mathbb{R}^K} e^{\frac{1}{2}\nu(\mathbf{x}, \hat{\mathbf{x}}) - \frac{1}{2}\lambda(\mathbf{x}) - \frac{1}{2}(\mathbf{x} - \hat{\mathbf{x}} + \hat{\lambda}(\omega))_T (\mathbf{x} - \hat{\mathbf{x}} + \hat{\lambda}(\omega))} = :$$

$$= \int_{\mathbb{R}^K} b(\mathbf{x})(2\pi)^{-\frac{K}{2}} \left| \frac{\lambda}{2} I_K \right|^{-\frac{1}{2}} e^{-\frac{1}{2}(\mathbf{x} - \hat{\mathbf{x}} + \hat{\lambda}(\omega))_T \left( \frac{\lambda}{2} I_K \right)^{-1} (\mathbf{x} - \hat{\mathbf{x}} + \hat{\lambda}(\omega))} \, d\mathbf{x} =$$

$$= \int_{\mathbb{R}^K} b(\mathbf{x}) \phi(\hat{\mathbf{x}} - \hat{\lambda}(\omega)) - \mathbf{x} \left| \frac{\lambda}{2} I_K \right) \, d\mathbf{x} =: (b * \phi)(\hat{\mathbf{x}} - \hat{\lambda}(\omega)).$$

Applying Fourier transform to the convolution above, we get:

$$\delta(\mathbf{\xi}) = \hat{1} = \hat{b}(\mathbf{\xi}) \hat{\phi}(\mathbf{\xi}) \left| \frac{\lambda}{2} I_K \right),$$

$$\hat{b}(\mathbf{\xi}) = \frac{\delta(\mathbf{\xi})}{\phi(\mathbf{\xi}) \left| \frac{\lambda}{2} I_K \right)} = \delta(\mathbf{\xi}) e^{2\pi i (\hat{x} - \hat{\lambda}(\omega)) \cdot \mathbf{\xi} + \pi^2 \lambda \mathbf{\xi}^T \mathbf{\xi}} = \delta(\mathbf{\xi}) = \begin{cases} 1 & \text{if } \mathbf{\xi} = \mathbf{0}, \\ 0 & \text{if } \mathbf{\xi} \neq \mathbf{0}. \end{cases}$$

Inverse Fourier transform gives

$$b(\mathbf{x}) = \int_{\mathbb{R}^K} \hat{b}(\mathbf{\xi}) e^{2\pi i \mathbf{x} \cdot \mathbf{\xi}} \, d\mathbf{\xi} = \int_{\mathbb{R}^K} \delta(\mathbf{\xi}) e^{2\pi i \mathbf{x} \cdot \mathbf{\xi}} \, d\mathbf{\xi} = 1;$$

therefore,

$$e^{-\frac{1}{2}\mu(\mathbf{x})} = (2\pi)^{-\frac{K}{2}} \left| \frac{\lambda}{2} I_K \right|^{-\frac{1}{2}} = (\pi \lambda)^{-\frac{K}{2}}.$$
This means
\[ \mu(x) = \lambda \frac{K}{2} \ln(\pi \lambda). \]

3. Denoting
\[ \epsilon := x - \hat{x} + \mu(\hat{\omega}_t) \sim \mathcal{N}(0, \frac{\lambda}{2} I_K), \]
we can represent \( x \) as a sum of two different terms, \( (\hat{x} - \mu(\hat{\omega}_t)) \) and “approximation error” \( \epsilon \):
\[ x = \hat{x} - \mu(\hat{\omega}_t) + \epsilon. \]

A convolution of independently distributed \( (\hat{x} - \mu(\hat{\omega}_t)) \) with independent \( \mathcal{N} \)-distributed \( \epsilon \) that results in \( \mathcal{N} \)-distributed \( x \) implies \( \mathcal{N} \) distribution for \( (\hat{x} - \mu(\hat{\omega}_t)) \) too, and hence also for \( \hat{x} \):
\[ \hat{x} \sim \mathcal{N}(\mu(\hat{\omega}_t), \Sigma). \]

Therefore,
\[ \Psi := E^\phi[(x - \hat{x} + \mu(\hat{\omega}_t))(x - \hat{x} + \mu(\hat{\omega}_t))^\top] = E^\phi[\epsilon\epsilon^\top] = \frac{\lambda}{2} I_K, \]
and we also have
\[ \Sigma = \hat{\Sigma} + \Psi \]
(it can be seen here why we needed uncorrelated random variables: diagonal \( \Sigma \) ensures that resulting \( \hat{\Sigma} \) is positive semi-definite).

Lastly, conformity of the means (accounting for the bias term) as well as conformity of the variances in case of \( \mathcal{N} \) densities \( f(x|\hat{x}) \) and \( h(\hat{x}) \) necessarily leads to their product \( f(x, \hat{x}) \) satisfying the constraint \( \int_{\text{supp}(h)} f(x, \hat{x}) \, d\hat{x} = g(x) \, \forall x \in \text{supp}(g) \) (the \( \mu(x) \)-constraint).
4. Information processing capacity constraint reduces to

\[ \kappa = \frac{1}{2} (\ln |\Sigma| - \ln |\Psi|) = \frac{1}{2} \left( \ln |\Sigma| - \ln \left| \frac{\lambda}{2} I_K \right| \right), \]

which means that

\[ \lambda = 2 \left( e^{-2\kappa |\Sigma|} \right)^{\frac{1}{2}}. \]

(b) Boundary solution (“small” \( \kappa \), “large” \( \lambda \)).

The essence of this proof is known in information theory as “reverse water-filling” solution, or more accurately “reverse water-filling on the eigenvalues” for cases like ours, e.g. see Berger (1971). This procedure is more general than what was used for interior solution.

0. If the condition \( \sigma_k^2 > \frac{1}{2} \) \( \forall k \in \{1, \ldots, K\} \) doesn’t hold, i.e. \( \exists \ k \in \{1, \ldots, K\} : \sigma_k^2 \leq \frac{1}{2} \), the interior solution violates the constraint \( \int_{\text{supp}(h)} f(x, \hat{x}) \, dx = g(x) \forall x \in \text{supp}(g) \) (the \( \mu(x) \)-constraint).

1. \( x \in \mathbb{R}^K \). Look for solution with \( \hat{x} \in \mathbb{R}^{k^*} \times \{ \hat{\mu}_{k^*+1}(\hat{\omega}_t), \ldots, \hat{\mu}_K(\hat{\omega}_t) \} \) (otherwise, \( \epsilon_{k^*+1}, \ldots, \epsilon_K \) will have non-zero means in order to satisfy the \( \mu(x) \)-constraint). Hence,

\[ \nu(x, \hat{x}) = 0 \ \forall x \in \mathbb{R}^K, \forall \hat{x} \in \mathbb{R}^{k^*} \times \{ \hat{\mu}_{k^*+1}(\hat{\omega}_t), \ldots, \hat{\mu}_K(\hat{\omega}_t) \}. \]

2. Show that \( e^{-\frac{1}{\lambda} \mu(x)} = (2\pi)^{-\frac{K}{2}} \left( \left( \frac{\lambda}{2} \right)^{k^*} \sigma_{k^*+1}^2 \times \cdots \times \sigma_K^2 \right)^{-\frac{1}{2}} \) is a valid element of the solution:

\begin{align*}
1 &= \int_{\mathbb{R}^K} f(x | \hat{x}) \, dx = \int_{\mathbb{R}^K} e^{\frac{1}{2} \nu(x, \hat{x}) - \frac{1}{2} \mu(x) - \frac{1}{2} (x - \hat{x} + \mu(\hat{\omega}_t))^T (x - \hat{x} + \mu(\hat{\omega}_t))} \, dx =: \\
&= \int_{\mathbb{R}^K} b(x)(2\pi)^{-\frac{K}{2}} |\Psi|^{-\frac{1}{2}} e^{-\frac{1}{2} (x - \hat{x} + \mu(\hat{\omega}_t))^T \Psi^{-1} (x - \hat{x} + \mu(\hat{\omega}_t))} \, dx = \\
&= \int_{\mathbb{R}^K} b(x) \phi(\hat{x} - \mu(\hat{\omega}_t)) \, d\hat{x} =: (b * \phi)(\hat{x} - \mu(\hat{\omega}_t)).
\end{align*}
Applying Fourier transform to the convolution above, we get:

\[ \delta(\xi) = 1 = \tilde{b}(\xi)\hat{\phi}(\xi|\Psi), \]

\[ \tilde{b}(\xi) = \frac{\delta(\xi)}{\hat{\phi}(\xi|\Psi)} = \delta(\xi)e^{2\pi i (\hat{\lambda} - \hat{\mu}(\hat{\omega}_t)) \cdot \xi + \pi^2 (\lambda \sum_{k=1}^{k^*} \xi_k^2 + 2 \sum_{k=1}^{K} \sigma_k^2 \xi_k^2)} = \delta(\xi) = \begin{cases} 1 & \text{if } \xi = 0, \\ 0 & \text{if } \xi \neq 0. \end{cases} \]

Inverse Fourier transform gives

\[ b(x) = \int_{\mathbb{R}^K} \tilde{b}(\xi)e^{2\pi i x \cdot \xi} \, d\xi = \int_{\mathbb{R}^K} \delta(\xi)e^{2\pi i x \cdot \xi} \, d\xi = 1, \]

therefore,

\[ e^{-\frac{1}{2} \mu(x)} = (2\pi)^{-\frac{K}{2}} |\Psi|^{-\frac{1}{2}} = (2\pi)^{-\frac{K}{2}} \left( \frac{\lambda}{2} \right)^{k^*} \sigma_{k^*+1}^2 \times \cdots \times \sigma_K^2 \right)^{-\frac{1}{2}}. \]

This means

\[ \mu(x) = \lambda \left( \frac{K}{2} \ln(2\pi) + \frac{1}{2} \ln \left( \left( \frac{\lambda}{2} \right)^{k^*} \sigma_{k^*+1}^2 \times \cdots \times \sigma_K^2 \right) \right). \]

3. Denoting

\[ \epsilon := x - \hat{x} + \hat{\mu}(\hat{\omega}_t) \sim \mathcal{N}(0, \Psi), \]

we can represent \( x \) as a sum of two different terms, \( (\hat{x} - \hat{\mu}(\hat{\omega}_t)) \) and “approximation error” \( \epsilon \):

\[ x = \hat{x} - \hat{\mu}(\hat{\omega}_t) + \epsilon. \]

A convolution of independently distributed \( (\hat{x} - \hat{\mu}(\hat{\omega}_t)) \) with independent \( \mathcal{N} \)-distributed
\( \epsilon \) that results in \( \mathcal{N} \)-distributed \( x \) implies \( \mathcal{N} \) distribution for \((\bar{x} - \tilde{\mu}(\tilde{\omega}_t))\) too, and hence also for \( \tilde{x} \):

\[
\tilde{x} \sim \mathcal{N}(\tilde{\mu}(\tilde{\omega}_t), \Sigma).
\]

Therefore (with \( \{e_1, \ldots, e_K\} \) being the standard basis of \( \mathbb{R}^K \)),

\[
\Psi := \mathbb{E}[f((x - \tilde{x} + \tilde{\mu}(\tilde{\omega}_t))(x - \tilde{x} + \tilde{\mu}(\tilde{\omega}_t))^\top] = \mathbb{E}[\epsilon \epsilon^\top] = \begin{bmatrix}
\frac{\lambda}{2} I_{k^*} & 0 \\
0 & \sum_{k=1}^{K-k^*} e_k^\top \Sigma_{k^*+1} K e_k
\end{bmatrix},
\]

and we also have

\[
\Sigma = \tilde{\Sigma} + \Psi
\]

(it can be seen here why we needed uncorrelated random variables: diagonal \( \Sigma \) ensures that resulting \( \tilde{\Sigma} \) is positive semi-definite).

Lastly, conformity of the means (accounting for the bias term) as well as conformity of the variances in case of \( \mathcal{N} \) densities \( f(x|\tilde{x}) \) and \( h(\tilde{x}) \) necessarily leads to their product \( f(x, \tilde{x}) \) satisfying the constraint \( \int_{\text{supp}(h)} f(x, \tilde{x}) \, d\tilde{x} = g(x) \, \forall x \in \text{supp}(g) \) (the \( \mu(x) \)-constraint).

4. Information processing capacity constraint reduces to

\[
\kappa = \frac{1}{2} (\ln |\Sigma| - \ln |\Psi|) = \frac{1}{2} \left( \ln |\Sigma| - \ln \left| \frac{\lambda}{2} I_{k^*} \right| - \ln \left| \sum_{k=1}^{K-k^*} e_k^\top \Sigma_{k^*+1} K e_k \right| \right),
\]

which means that

\[
\lambda = 2 \left( e^{-2\kappa} \sigma_{k^*+1}^{-2} \cdots \sigma_K^{-2} |\Sigma| \right)^{\frac{1}{k^*}}.
\]
F.5 Proof of Proposition 5

Proof. Premultiplying with $\Xi$ equation $x = \hat{x} - \hat{\mu}(\hat{\omega}_t) + \epsilon$ produces

$$r_{t+1} = \hat{r}_{t+1} - \hat{\mu}_r(\hat{\omega}_t) + \epsilon_{r,t+1},$$

using (3.7), (3.8), (3.9), and defining $\epsilon_{r,t+1} := \Xi \epsilon$.

Premultiplying with $\Xi$ and postmultiplying with $\Xi^{-1}$ equation $\Sigma = \hat{\Sigma} + \Psi$ produces

$$\Sigma_r = \hat{\Sigma}_r + \Psi_r,$$

as from formulas in $P_{\Sigma}$, $\hat{\Sigma}_r := \Xi \hat{\Sigma} \Xi^{-1}$ and $\Psi_r := \Xi \Psi \Xi^{-1}$.

Given that $x \sim N(\hat{\mu}(\hat{\omega}_t), \hat{\Sigma})$, $\hat{r}_{t+1} = \Xi \hat{x}$ (from equation 3.8) is distributed as $N(\Xi \hat{\mu}(\hat{\omega}_t), \Xi \hat{\Sigma} \Xi^T)$. Since before the decorrelating transformation mean of $\hat{r}_{t+1}$ was $\hat{\mu}_r(\hat{\omega}_t)$ by Proposition 3.1, and also using relationships in $P_{\Sigma}$, we have $\hat{r}_{t+1} \sim N(\hat{\mu}_r(\hat{\omega}_t), \hat{\Sigma}_r)$.

Given that $\epsilon \sim N(0, \Psi)$, $\epsilon_{r,t+1} = \Xi \epsilon$ (by the definition from above) is distributed as $N(\Xi 0, \Xi \Psi \Xi^T)$. Using relationships in $P_{\Sigma}$ we get $\epsilon_{r,t+1} \sim N(0, \Psi_r)$.

F.6 Proof of Proposition C.1

Proof. Let $\theta_{t-1} := \{q_{0,t-1}, q_{t,t-1}\}$ be the proposed parameter choice that has been accepted at iteration $(t-1)$. By construction, it approaches the optimal parameter choice $\theta^*$, i.e. $||\theta_{t-1} - \theta^*||^2_2 \to 0$ as $t$ increases. The corresponding update of the bias of the mean can
then be represented by

$$\left\| \hat{\mu}_{r,t-1} - \mu_r \right\|_2^2 = \left\| \frac{1}{2} \mathrm{diag}^{-1}(\Sigma_r - \hat{\Sigma}_{r,t-1}) - \frac{1}{2}(\Sigma_r - \hat{\Sigma}_{r,t-1})\omega_{t,t-1} - \frac{1}{2} \mathrm{diag}^{-1}(\Sigma_r - \hat{\Sigma}_r) + \frac{1}{2}(\Sigma_r - \hat{\Sigma}_r)\omega_t \right\|_2^2 =$$

$$= \left\| \frac{1}{2} \mathrm{diag}^{-1}(\Psi_{r,t-1}) - \frac{1}{2} \Psi_{r,t-1}\omega_{t,t-1} - \frac{1}{2} \mathrm{diag}^{-1}(\Psi_r) + \frac{1}{2} \Psi_r\omega_t \right\|_2^2 =$$

$$= \left\| \frac{1}{2} \mathrm{diag}^{-1}(\Psi_r) - \frac{1}{2} \Psi_r\omega_{t,t-1} - \frac{1}{2} \mathrm{diag}^{-1}(\Psi_r) + \frac{1}{2} \Psi_r\omega_t \right\|_2^2 =$$

$$= \frac{1}{2} \left\| \Psi_r (\omega_{t,t-1} - \omega_t) \right\|_2^2 =$$

$$= \frac{1}{2} \left\| \Psi_r \left( \frac{1}{W_t} \mathrm{diag}(P_t)q_{t,t-1} - \frac{1}{W_t} \mathrm{diag}(P_t)q^*_t \right) \right\|_2^2 =$$

$$= \frac{1}{2} \left\| \Psi_r \frac{1}{W_t} \mathrm{diag}(P_t) \left( q_{t,t-1} - q^*_t \right) \right\|_2^2 \leq$$

$$\leq \frac{1}{2} \left\| \Psi_r \frac{1}{W_t} \mathrm{diag}(P_t) \right\|_2^2 \left\| q_{t,t-1} - q^*_t \right\|_2^2,$$

where the third equality is due to invariance of the solution to informational problem (modulo specific values of the bias term), and the weak inequality is due to consistency of induced matrix norm. Clearly, improvement in $q_{t,t-1}$ directly leads to improvement in $\hat{\mu}_{r,t-1}$.

We are dealing with a well-posed consumption-investment maximization problem that possesses a unique maximum to which the above iterative optimization procedure converges. Coverage at some iteration $t$ by definition means that (making the dependence of $\varphi(\cdot|\theta)$ on $\hat{\mu}_r$ and in turn on $\mu_r$ explicit)

$$\left\| \varphi(\Xi^T \hat{r}_{t+1} | \theta^*_r, \hat{\mu}_r(\hat{\mu}_r, t-1)) - \varphi(\Xi^T \hat{r}_{t+1} | \theta^*_r, \mu_r(\mu_r)) \right\|_2^2 < \varepsilon_\varphi$$

for some pre-specified $\varepsilon_\varphi > 0$. This corresponds to coverage in chosen parameters:

$$\left\| q_{t,t} - q^*_t \right\|_2^2 \leq \left\| \theta^*_r - \theta^*_r \right\|_2^2 < \varepsilon_\theta$$
for some small $\varepsilon_\theta > 0$, as well as in bias of the mean:

$$||\hat{\mu}_{r,t} - \hat{\mu}_r||_2^2 \leq \frac{1}{2} \left( ||\Psi_r \frac{1}{W_t} \text{diag}(P_t)||_2^2 \right) \left( ||q_{t,t}^* - q_t^*||_2^2 \right) < M \varepsilon_\theta =: \varepsilon_\mu$$

for some $0 < M < \infty$ (finiteness of $M$ is guaranteed by stationarity of the environment).

According to optimization procedure considered here, upon reaching the optimum we have

$$q_{t,t} = q_{t,t-1},$$

with a related implication for updating of the bias term:

$$\hat{\mu}_{r,t} = \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_{r,t}) - \frac{1}{2} (\Sigma_r - \hat{\Sigma}_{r,t}) \omega_{t,t} =$$

$$= \frac{1}{2} \text{diag}^{-1}(\Psi_r) - \frac{1}{2} \Psi_r \frac{1}{W_t} \text{diag}(P_t) q_{t,t} =$$

$$= \frac{1}{2} \text{diag}^{-1}(\Psi_r) - \frac{1}{2} \Psi_r \frac{1}{W_t} \text{diag}(P_t) q_{t,t-1} =$$

$$= \frac{1}{2} \text{diag}^{-1}(\Sigma_r - \hat{\Sigma}_{r,t-1}) - \frac{1}{2} (\Sigma_r - \hat{\Sigma}_{r,t-1}) \omega_{t,t-1} = \hat{\mu}_{r,t-1}.$$

Which is immediately reflected in update of the mean, verifying the convergence:

$$||\varphi(x|\theta_{t-1}) - \varphi(x|\theta^*)||_2^2 = \left( \varphi(\Xi^T \hat{r}_{t+1} | \theta_t, \hat{\mu}_r(\hat{\mu}_{r,t})) - \varphi(\Xi^T \hat{r}_{t+1} | \theta^*, \hat{\mu}_r(\hat{\mu}_r)) \right)^2 =$$

$$= \left( \varphi(\Xi^T \hat{r}_{t+1} | \theta_t, \hat{\mu}_r(\hat{\mu}_{r,t-1})) - \varphi(\Xi^T \hat{r}_{t+1} | \theta^*, \hat{\mu}_r(\hat{\mu}_r)) \right)^2 < \varepsilon_\varphi.$$

Finalizing the argument, at every iteration Propositions 4–5 hold with bias term $\hat{\mu}_{r,t}$ and mean $\hat{\mu}_{r,t}$. Moreover, at the optimum $\hat{\mu}_{r,t}$, $\hat{\mu}_{r,t}$ and $\omega_{t,t}$ are consistent with definitions for $\hat{\mu}_r$, $\hat{\mu}_r$ and $\omega_t$ in Proposition 3.1. This gives the stated result.

$\Box$
F.7 Proof of Corollary 2

Proof. For $\mathbf{r}_{t+1} \sim \mathcal{N}(\mu_r, \Sigma_r)$ (equation 3.4), with $\Sigma_r = \Xi \Xi \Xi^{-1}$ and $\Sigma$ diagonal (using formulas in $\mathcal{P}_\Xi$), we have

$$
\rho_{r,kl} := \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} \sigma^2_m}{\left(\sum_{m=1}^{K} \xi_{km} \sigma^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm} \sigma^2_m\right)^{1/2}}.
$$

From Proposition 5 we obtain $\hat{\mathbf{r}}_{t+1} \sim \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r)$, where $\hat{\Sigma}_r = \Xi \Xi \Xi^{-1}$ with diagonal $\hat{\Xi}$, hence

$$
\hat{\rho}_{r,kl} := \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} \hat{\sigma}^2_m}{\left(\sum_{m=1}^{K} \xi_{km} \hat{\sigma}^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm} \hat{\sigma}^2_m\right)^{1/2}} = \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} (\sigma^2_m - \psi^2_m)}{\left(\sum_{m=1}^{K} \xi_{km} \sigma^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm} \sigma^2_m\right)^{1/2}},
$$

In the interior solution case, $\psi^2_m = \psi^2_n, \forall m, n \in \{1, \ldots, K\}$, thus

$$
\hat{\rho}_{r,kl} = \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} (\sigma^2_m - \psi^2_1)}{\left(\sum_{m=1}^{K} \xi_{km} \sigma^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm} \sigma^2_m\right)^{1/2}} = \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} \sigma^2_m}{\left(\sum_{m=1}^{K} \xi_{km} \sigma^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm} \sigma^2_m\right)^{1/2}},
$$

with the last equality following from orthogonality of the matrix of eigenvectors $\Xi$, i.e. from the fact that $\sum_{m=1}^{K} \xi_{km} \xi_{lm} = \delta_{kl}$, where $\delta_{kl}$ is Kronecker delta function returning 1 when $k = l$ and 0 otherwise. Simple algebraic manipulations deliver the stated relationship:

$$
\hat{\rho}_{r,kl} = \rho_{r,kl} \times \frac{\left(\sum_{m=1}^{K} \xi_{km}^2 \sigma^2_m\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm}^2 \sigma^2_m\right)^{1/2}}{\left(\sum_{m=1}^{K} \xi_{km}^2 \sigma^2_m - \psi^2_1\right)^{1/2} \left(\sum_{m=1}^{K} \xi_{lm}^2 \sigma^2_m - \psi^2_1\right)^{1/2}}, \quad \forall k, l \in \{1, \ldots, K\},
$$

with the fraction term on the right clearly being larger than or equal to 1, thus pushing $|\hat{\rho}_{r,kl}|$ from $|\rho_{r,kl}|$ towards 1. Lastly, Proposition 4 provides the value of $\psi^2_1$.

In the boundary solution case, $\psi^2_m \neq \psi^2_n, \forall m, n \in \{1, \ldots, K\}$ in general, so a simple
argument from above does not go through. The proof is based instead on providing two contrasting examples. Given set \( \{ \sigma^2_k \}_{k=1}^{K} \) sorted in descending order, for each \( k \in \{1, \ldots, K \} \) take
\[
\psi_k^2 := \begin{cases} 
\sigma_k^2 & \text{if } k = K, \\
\sigma_k^2 + \psi_+^2 & \text{if } k \neq K,
\end{cases}
\]
where \( \sigma_k^2 - \sigma_K^2 > \psi_+^2 \geq 0 \) for every \( k \in \{1, \ldots, K - 1 \} \). Then we have:
\[
\hat{\rho}_{r,kl} = \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} (\sigma_m^2 - \sigma_k^2) - \sum_{m=1}^{K} \xi_{km} \xi_{lm} \psi_+^2}{\left( \sum_{m=1}^{K} \xi_{km} (\sigma_m^2 - \sigma_k^2) - \sum_{m=1}^{K-1} \xi_{km} \psi_+^2 \right)^{1/2} \left( \sum_{m=1}^{K} \xi_{lm} (\sigma_m^2 - \sigma_k^2) - \sum_{m=1}^{K-1} \xi_{lm} \psi_+^2 \right)^{1/2}} = \\
= \frac{\sum_{m=1}^{K} \xi_{km} \xi_{lm} \sigma_m^2 + \xi_{kK} \xi_{lK} \psi_+^2}{\left( \sum_{m=1}^{K} \xi_{km} \sigma_m^2 - \psi_+^2 + \xi_{K} \psi_+^2 \right)^{1/2} \left( \sum_{m=1}^{K} \xi_{lm} \sigma_m^2 - \psi_+^2 + \xi_{lK} \psi_+^2 \right)^{1/2}},
\]
with the last step using orthogonality of the matrix of eigenvectors \( \Xi \). Now consider the limit of \( \hat{\rho}_{r,kl} \) when \( \sigma_k^2 \) becomes negligibly small:
\[
\hat{\rho}_{r,kl,K} := \lim_{\sigma_k^2 \to 0^+} \hat{\rho}_{r,kl} = \frac{\sum_{m=1}^{K-1} \xi_{km} \xi_{lm} \sigma_m^2 + \xi_{kK} \xi_{lK} \psi_+^2}{\left( \sum_{m=1}^{K} \xi_{km} \sigma_m^2 - \psi_+^2 + \xi_{kK} \psi_+^2 \right)^{1/2} \left( \sum_{m=1}^{K} \xi_{lm} \sigma_m^2 - \psi_+^2 + \xi_{lK} \psi_+^2 \right)^{1/2}}.
\]
Evaluated at \( \psi_+^2 := 0 \), this limit for \( \hat{\rho}_{r,kl} \) would coincide with its counterpart for \( \rho_{r,kl} \) irrespective of the values of \( \xi_{kK} \) and \( \xi_{lK} \):
\[
\hat{\rho}_{r,kl,K} \bigg|_{\psi_+^2=0} = \lim_{\sigma_k^2 \to 0^+} \hat{\rho}_{r,kl} \bigg|_{\psi_+^2=0} = \frac{\sum_{m=1}^{K-1} \xi_{km} \xi_{lm} \sigma_m^2}{\left( \sum_{m=1}^{K} \xi_{km} \sigma_m^2 \right)^{1/2} \left( \sum_{m=1}^{K-1} \xi_{km} \sigma_m^2 \right)^{1/2}} = \\
= \lim_{\sigma_k^2 \to 0^+} \rho_{r,kl} \bigg|_{\psi_+^2=0} = \rho_{r,kl,K} \bigg|_{\psi_+^2=0}.
\]
Assume \( \rho_{r,kl,K} > 0 \). Choose \( \xi_{kK} = \pm 1/\sqrt{2} \) and \( \xi_{lK} = \mp 1/\sqrt{2} \), which produces
\[
\hat{\rho}_{r,kl,K} = \frac{\sum_{m=1}^{K-1} \xi_{km} \xi_{lm} \sigma_m^2 - \frac{1}{2} \psi_+^2}{\left( \sum_{m=1}^{K} \xi_{km} \sigma_m^2 - \frac{1}{2} \psi_+^2 \right)^{1/2} \left( \sum_{m=1}^{K-1} \xi_{km} \sigma_m^2 - \frac{1}{2} \psi_+^2 \right)^{1/2}}.
\]
Given that expression \( \hat{\rho}_{r,kl,K} \) is continuous and differentiable on the whole interval of ad-
missible $\psi^2_+$, we can take respective derivative at point $\psi^2_+ = 0$, obtaining (after some rearrangement):

$$
\left. \frac{\partial \hat{\rho}_{r,kl,-K}}{\partial \psi^2_+} \right|_{\psi^2_+ = 0} = \hat{\rho}_{r,kl,-K} \times \left( \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m - \frac{1}{2} \psi^2_+ \right) + \left( \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m - \frac{1}{2} \psi^2_+ \right)
$$

$$
= \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m - \frac{1}{2} \psi^2_+,
$$

$$
= \rho_{r,kl,-K} \times \left( \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m - \frac{1}{2} \psi^2_+ \right) + \left( \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m - \frac{1}{2} \psi^2_+ \right).
$$

By Young’s inequality for products,

$$
\frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m + \frac{1}{2} \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m \geq \frac{1}{2} \left( \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m \right)^{1/2} \left( \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m \right)^{1/2},
$$

with equality holding if and only if $\sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m = \sum_{m=1}^{K-1} \xi^2_{km} \sigma^2_m$. Unless the equality does hold, there always exists $\rho_{r,kl,-K} \in (0, 1]$ such that $\left. \frac{\partial \hat{\rho}_{r,kl,-K}}{\partial \psi^2_+} \right|_{\psi^2_+ = 0} > 0$, in which case $\hat{\rho}_{r,kl}$ moves away from $\rho_{r,kl}$ towards 1; and even without invocation of Young’s inequality, it’s trivial to find $\rho_{r,kl,-K} \in (0, 1]$ such that $\left. \frac{\partial \hat{\rho}_{r,kl,-K}}{\partial \psi^2_+} \right|_{\psi^2_+ = 0} < 0$, in which case $\hat{\rho}_{r,kl}$ moves away from $\rho_{r,kl}$ towards 0. If $\rho_{r,kl,-K} = 0$, we immediately get $\left. \frac{\partial \hat{\rho}_{r,kl,-K}}{\partial \psi^2_+} \right|_{\psi^2_+ = 0} < 0$, in which case $\hat{\rho}_{r,kl}$ moves away from $\rho_{r,kl} = 0$ towards -1. (The situation under assumption of $\rho_{r,kl,-K} < 0$ can be handled similarly.)

\[ \square \]
APPENDIX G

ALGORITHM FOR DECISION-MAKING UNDER RISK

G.1 Scalar random variable case

Consider the primitive construction block of the process of decision-making under uncertainty: evaluation of a simple lottery. We will present the detailed steps of such an evaluation using an illustrative example.

Let $x$ be a discretely distributed scalar random variable with probability mass function $\tilde{g}(x)$:

$$x \sim \tilde{g}(x),$$

with $\tilde{g}(x)$ defined, say, as in Figure G.0.

$$\tilde{g}(x) = \begin{cases} 
\frac{1}{8} & \text{if } x = 7, \\
\frac{1}{8} & \text{if } x = 9, \\
\frac{1}{4} & \text{if } x = 11, \\
\frac{1}{4} & \text{if } x = 13, \\
\frac{1}{8} & \text{if } x = 19, \\
\frac{1}{8} & \text{if } x = 21. 
\end{cases}$$

Figure G.0: Description of $\tilde{g}(x)$.

Define (Shannon) entropy of a random variable $x$ (or rather of the corresponding probability distribution) as

$$\mathcal{E}(\tilde{g}(x)) := - \sum_{i=1}^{n_q} \tilde{g}(x_i) \log \tilde{g}(x_i),$$

where

$$n_q := |\text{supp}(\tilde{g})|.$$  \hspace{1cm} (G.3)

Entropy is a measure of the average uncertainty in a random variable. Note the important feature of the entropy functional (and its relatives) in that it does not depend on the actual
values taken by a random variable, \( \{x_i\}_1^{n_q} \), and is only a function of the probability masses, \( \{\tilde{g}(x_i)\}_1^{n_q} \). In our case,

\[
\mathcal{E}(\tilde{g}(x)) = -\left( 4 \times \frac{1}{8} \log \frac{1}{8} + 2 \times \frac{1}{4} \log \frac{1}{4} \right) = 2.5 \text{ bits.} \tag{G.4}
\]

**Step 1:** Simplification of discrete distribution.

Let

\[
\hat{x} \sim \tilde{h}(\hat{x}) \tag{G.5}
\]

be a simplified version of \( x \), described in Figure G.1.

\[
\tilde{h}(\hat{x}) = \begin{cases} 
 1/4 & \text{if } \hat{x} = 8, \\
 1/2 & \text{if } \hat{x} = 12, \\
 1/4 & \text{if } \hat{x} = 20.
\end{cases}
\]

![Figure G.1: Description of \( \tilde{h}(\hat{x}) \).](image)

(Specific form of \( \tilde{h}(\cdot) \), in particular its relation to \( \tilde{g}(\cdot) \), is a matter of choice that is discussed later.)

Probability mass function \( \tilde{h}(\hat{x}) \) is coarser than \( \tilde{g}(x) \), i.e. is characterized by lower entropy:

\[
\mathcal{E}(\tilde{h}(\hat{x})) = -\sum_{j=1}^{\hat{n}_q} \tilde{h}(\hat{x}_j) \log \tilde{h}(\hat{x}_j) = \\
= -\left( 2 \times \frac{1}{4} \log \frac{1}{4} + \frac{1}{2} \log \frac{1}{2} \right) = 1.5 \text{ bits}, \tag{G.6}
\]

where

\[
\hat{n}_q := |\text{supp}(\tilde{h})|. \tag{G.7}
\]
Step 2: Generating codebook.

Assume uniform discretization of the range of $\tilde{G}(x)$ into $n_d$ quantiles, where the number of discretization points is defined by

$$n_d := \frac{1}{\delta}$$

for cell size

$$\delta := \text{gcd}(\{\bar{g}(x_i)\}_{1}^{n_q}),$$

with $\text{gcd}(a_1, \ldots, a_n)$ returning the greatest common divisor of $a_1, \ldots, a_n \in \mathbb{R}$, so that

$$\tilde{G}(x_i) \geq \tilde{G}(x_{i-1}) + \delta.$$ 

Left panel of Figure G.2.1 visualizes the process of discretization.

![Cumulative distribution of x](image)

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\tilde{G}(x)$</th>
<th>$\bar{g}(x)$</th>
<th>Native code</th>
<th>Optimal code</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>$1/8$</td>
<td>$1/8$</td>
<td>000111</td>
<td>000</td>
</tr>
<tr>
<td>9</td>
<td>$2/8$</td>
<td>$1/8$</td>
<td>001001</td>
<td>001</td>
</tr>
<tr>
<td>11</td>
<td>$4/8$</td>
<td>$1/4$</td>
<td>001011</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>$6/8$</td>
<td>$1/4$</td>
<td>001101</td>
<td>11</td>
</tr>
<tr>
<td>19</td>
<td>$7/8$</td>
<td>$1/8$</td>
<td>010011</td>
<td>010</td>
</tr>
<tr>
<td>21</td>
<td>$8/8$</td>
<td>$1/8$</td>
<td>010101</td>
<td>011</td>
</tr>
<tr>
<td>$\mathbb{E}[L(x)]$</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Figure G.2.1: Generating codebook for $\tilde{G}(x)$.

Right panel of Figure G.2.1 exhibits a codebook, a map from source alphabet to output alphabet, which in our case summarizes optimal code for probability distribution $\tilde{G}(x)$. We will use it for exchanging information that sources from this distribution (like a binary Morse code for encoding English letters and Arabic numerals, or genetic code in the DNA with four nucleotides for encoding different amino acids). It is constructed using the most basic algorithm for optimal coding, Huffman procedure.

Given some alphabet, expected length of any instantaneous (this term is defined later)
code for random variable $x$ is bounded below by the entropy of $x$:

$$
E[L(x)] = \sum_{i=1}^{n_q} \hat{g}(x_i)L(x_i) \geq \mathcal{E}(\hat{g}(x)), \quad \text{(G.8)}
$$

where $L(x_i)$ is the length of the codeword associated with $x_i$.

Optimal coding guarantees an expected codeword length within 1 bit of the lower bound, i.e. $\mathcal{E}(\hat{g}(x)) \leq E[L^*(x)] < \mathcal{E}(\hat{g}(x)) + 1$, and expected length of Huffman code is at least as small as that of any other optimal code. In our simple example, Huffman code achieves the lower bound: $E[L^*(x)] = \mathcal{E}(\hat{g}(x)) = 2.5$ bits, c.f. equation (G.2). (Incidentally, Huffman coding here is equivalent to another optimal coding procedure, so called Shannon code, which assigns codeword lengths of $\lceil \log \frac{1}{\hat{g}(x)} \rceil$ and overshoots the lower bound by less than 1 bit.)

Additonaly, Figure G.2.1 provides what we call “native” code for $x$. It is constructed using alphabet $\mathcal{A} := \{000000, \ldots, 111111\}$, which is assumed to be the default code that the decision-making agent is endowed with at the outset and that is used for all operations (such as communication, computation, etc.). It is not optimized for probability distribution of $x$, or to be more accurate, assumes uniform distribution of a random variable over the domain $\{0, \ldots, 63\}$, and uses fixed 6-bit-long codewords. (This distinguishment is without loss of generality, and native code may coincide with optimal code.)

Similarly, assume uniform discretization of the range of $\hat{H}(\hat{x})$ into $\hat{n}_d$ quantiles, where

$$
\hat{n}_d := \frac{1}{\hat{\delta}}
$$

for cell size

$$
\hat{\delta} := \gcd(\{\hat{h}(\hat{x}_j)\}^{\hat{n}_q}),
$$

so that

$$
\hat{H}(\hat{x}_j) \geq \hat{H}(\hat{x}_{j-1}) + \hat{\delta}.
$$

Figure G.2.2 presents discretization and coding results for probability distribution $\hat{H}(\hat{x})$. 
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<table>
<thead>
<tr>
<th>$\hat{x}$</th>
<th>$\tilde{H}(\hat{x})$</th>
<th>$\tilde{h}(\hat{x})$</th>
<th>Native code</th>
<th>Optimal code</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>001000</td>
<td>00</td>
</tr>
<tr>
<td>12</td>
<td>$\frac{3}{4}$</td>
<td>$\frac{1}{2}$</td>
<td>001100</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>$\frac{4}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>010100</td>
<td>01</td>
</tr>
</tbody>
</table>

$E[L(\hat{x})]$ - - 6 1.5

Figure G.2.2: Generating codebook for $\tilde{H}(\hat{x})$.

Again, the optimal code reaches lower bound $E[L^*(\hat{x})] = E(\tilde{h}(\hat{x})) = 1.5$ bits, as in equation (G.6), using 1 to 2 bits per codeword; while the native code still uses 6 bits as before.

In general, native codebook differs from optimal codebook, which leads to certain code redundancy. Such redundancy, or what we call code overhead, can take one of two different forms (leading the discussion below in terms of $\tilde{h}(\hat{x})$, which in this connection is more relevant):

(i) D-overhead is an artefact of divergence of native codebook from optimal one and arises when using the former instead of the latter. This requires (applying “Wrong code” theorem in Cover and Thomas, 2006):

\[
\text{D-overhead} = \hat{n}_d \times D\left( \frac{1}{|A|} \bigg\| \frac{1}{|A|} \right) = \hat{n}_d \times \sum_{j=1}^{\hat{n}_q} \tilde{h}(\hat{x}_j) \log \frac{\tilde{h}(\hat{x}_j)}{1/|A|} = \\
= \hat{n}_d \times (\log |A| - E(\tilde{h}(\hat{x}))),
\]

which is bounded by

\[
\text{D-overhead} \in [0, \hat{n}_d \log |A|]
\]

(for supp($\tilde{h}(\hat{x})$) $\subseteq A$, and since uniform distribution is a maximum entropy distribution for a given finite support set).

Here, relative entropy (or Kullback-Leibler divergence) $D(\tilde{\pi}_1 \parallel \tilde{\pi}_2)$ for some probability
mass functions $\tilde{\pi}_1$ and $\tilde{\pi}_2$ is defined as follows:

$$D(\tilde{\pi}_1(\chi)\|\tilde{\pi}_2(\chi)) := \sum_{i=1}^{\text{supp}(\tilde{\pi}_1)} \tilde{\pi}_1(\chi_i) \log \frac{\tilde{\pi}_1(\chi_i)}{\tilde{\pi}_2(\chi_i)}. \quad (G.11)$$

In our example D-overhead amounts to

$$D\text{-overhead} = \hat{n}_d \times (\log |\mathcal{A}| - \mathcal{E}(\tilde{h}(\hat{x}))) = 4 \times (6 - 1.5) = 18 \text{ bits}. \quad (G.12)$$

(ii) P-overhead comprises the preamble that provides the description of the optimal code-book. In our case it amounts to:

$$\text{P-overhead} = \text{“} \ 001000 \ 000010 \ 00 \ 001100 \ 000001 \ 1 \ \text{”} = \begin{array}{c}
\text{value} \\
010100
\end{array} \begin{array}{c}
\text{length of codeword} \\
000010
\end{array} \begin{array}{c}
\text{codeword} \\
01
\end{array} \begin{array}{c}
\text{EOM symbol} \\
111111
\end{array} =
$$

$$= 3 \times (6 + 6) + 5 + 6 = 47 \text{ bits}, \quad (G.13)$$

and in general (allowing for maximum length of a codeword to be 64 bits) this requires:

$$\text{P-overhead} = |\text{supp}(\tilde{h})| \times \log |\mathcal{A}| + \log |\mathcal{A}| + \sum_{j=1}^{\text{supp}(\tilde{\pi})} L^*(\hat{x}_j) + \log |\mathcal{A}| \geq$$

$$\geq |\text{supp}(\tilde{h})| \times 2 \log |\mathcal{A}| - \sum_{j=1}^{\text{supp}(\tilde{h})} \log \tilde{h}(\hat{x}_j) + \log |\mathcal{A}| \geq$$

$$\geq |\text{supp}(\tilde{h})| \times 2 \log |\mathcal{A}| + |\text{supp}(\tilde{\pi})| \times \log |\text{supp}(\tilde{h})| + \log |\mathcal{A}| =$$

$$= \hat{n}_q \times (2 \log |\mathcal{A}| + \log \hat{n}_q) + \log |\mathcal{A}|, \quad (G.14)$$

with equality signs for $\tilde{h}(\hat{x})$ that is both dyadic and uniform (here the first inequality is due to bound on the optimal code length). However, P-overhead is unbounded from above even for fixed $\hat{n}_q$ as optimal $L^*(\hat{x}_j) \to \infty$ for $\hat{x}_j$ such that $\tilde{h}(\hat{x}_j) \to 0$ (in which
case D-overhead also blows up owing to $\hat{n}_d \to \infty$).

The choice of smallest overhead is straight-forward:

$$\text{overhead}^* := \min\{\text{D-overhead}, \text{P-overhead}\} =$$

$$= \min\{18, 47\} = 18 \text{ bits}. \quad (G.15)$$

It is clear that for finite alphabet $\mathcal{A}$, D-overhead $\in \mathcal{O}(\hat{n}_d)$, while P-overhead is at best an $\mathcal{O}(\hat{n}_q \log \hat{n}_q)$ expression. Given that $\hat{n}_q \leq \hat{n}_d$, asymptotically P-overhead may become more attractive, but only in cases when resolution of discretization is much higher than resolution of quantization (more on which later).

In information theory arguments it is often assumed for reasons of simplicity that the alphabet used for coding is the optimal one and achieves the lower bound of expected code length. Within our framework, this situation can be understood as asymptotics in terms of number of entire algorithm’s uses while holding other parameters such as $|\text{supp}(\tilde{h})|$, $|\mathcal{A}|$, $\max_i L^*(\hat{x}_i)$ finite, i.e. as effectively changing the alphabet used by paying fixed but asymptotically negligible costs of the necessary P-overhead. However, asymptotic point of view is sensible only when dealing with stationary probability distributions, hence it would loose the generality with respect to potential applications.

**Step 3:** Description of simplified distribution.

After codebook generation step, the next three steps are best illustrated by the flowchart on Figure G.3.

Description of the simplified distribution is conducted by sending values of its domain at each discretization interval via communication channel. But first, consider the task of sending via communication channel just a single realization of random variable.

In information theory, communication channels are characterized by their channel ca-
codebooks, global \( \hat{n}_d \); 
\( i, j := 1, \)
\( S_0 := 0. \)

\[ \begin{align*}
\text{send } x_i, \\
\text{encode.}
\end{align*} \]

\[ \{ \hat{x}_j \}_{1}^{\hat{n}_d - 1} \text{ concat } \hat{x}_j \]

\[ \begin{align*}
\text{yes} \quad \text{ if } j \leq \hat{n}_d \\
\text{no} \quad \text{ if } j > \hat{n}_d
\end{align*} \]

\[ \begin{align*}
\text{store } \{ \hat{x}_j \}_{1}^{\hat{n}_d}, \\
\hat{n}_d \times \mathcal{M}_A(h)
\end{align*} \]

\[ \begin{align*}
\text{j} := j + 1 \\
\text{i} := i + 1, \\
\text{J} := \hat{n}_d
\end{align*} \]

\[ \begin{align*}
E^h [x] := S_{\hat{n}_d}
\end{align*} \]

Figure G.3: Flowchart of description, storage and computation steps (scalar random variable case, computation of the mean).

capacity, which is formally defined as the maximum mutual information between input and output random variables:

\[
\max_{\hat{g}(x)} \left\{ \mathcal{I}(\hat{g}(x); \hat{h}(\hat{x})) \right\}.
\]  

(G.16)

In turn, mutual information between random variables \( x \) and \( \hat{x} \) is defined as the relative entropy between their joint probability mass function \( \tilde{f}(x, \hat{x}) \) and the product of their marginal probability mass functions \( \tilde{g}(x)\tilde{h}(\hat{x}) \), which makes it

\[
\mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) := \mathcal{D} \left( \tilde{f}(x, \hat{x}) \| \tilde{g}(x)\tilde{h}(\hat{x}) \right) = \sum_{i=1}^{n_q} \sum_{j=1}^{\hat{n}_d} \tilde{f}(x_i, \hat{x}_j) \log \left( \frac{\tilde{f}(x_i, \hat{x}_j)}{\tilde{g}(x_i)\tilde{h}(\hat{x}_j)} \right).
\]  

(G.17)

It can be shown that

\[
\mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) = \mathcal{E}(\tilde{g}(x)) + \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{g}(x), \tilde{h}(\hat{x})) = \\
\mathcal{E}(\tilde{g}(x)) - \mathcal{E}(\tilde{f}(x|\hat{x})) = \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{f}(\hat{x}|x)),
\]  

(G.18)
thus mutual information measures expected reduction in uncertainty about a random variable after observing realization of another random variable.

Operationally, channel capacity is defined as the highest rate (in bits per channel use, or per unit of time) at which information can be sent with arbitrarily low error probability. (To be pedantic, bandwidth is one of the factors determining channel capacity.) That is, channel capacity imposes a constraint on the complexity of messages that can be sent via it without error. Message is a codeword representing realization of a random variable. Complexity of a message is measured by its entropy, i.e. by entropy of the underlying random variable, because one of the crucial features of the entropy functional is that it does not depend on the actual values taken by a random variable, but only on the corresponding probability masses. Therefore, channel capacity limits the admissible entropy of the output, and whenever the entropy of the desired input is higher than available capacity, sending information without error requires an adjustment to the input. This leads us to using input from the simplified probability distribution \( \tilde{h}(\hat{x}) \) rather than from the original probability distribution \( \tilde{g}(x) \). Note that for transparency reasons, we choose to deal here with bearing losses at the time of encoding but with a lossless communication itself, which implies \( \mathcal{E}(\tilde{f}(\hat{x}|x)) = 0 \) in (G.18).

Proceeding further, we now consider usage of the communication channel to transmit the description of the simplified distribution by sending values of its domain, \( \hat{x} \), at each discretization interval. The construction that follows will be based on Proposition G.1.

**Proposition G.1 (Description of Probability Distribution).** Let \( \chi \) be random variable distributed according to probability mass function \( \tilde{\pi}(\chi) \). Assume discretization of the range of the corresponding cumulative distribution function \( \tilde{\Pi}(\chi) \), assume uniform discretization, assume using instantaneous code and assume receiving unordered (i.e., randomly ordered) codewords. Then optimal description of the probability distribution \( \tilde{\Pi}(\chi) \) takes

\[
\frac{1}{\delta} \times \mathcal{E}(\tilde{\pi}(\chi)) \text{ bits},
\]
where

\[ \delta := \gcd \left( \{ \tilde{\pi}(\chi_i) \}_{1}^{\text{supp}(\tilde{\pi})} \right). \]

Proof. See §G.3.

Basically, this Proposition establishes a useful correspondence between the entropy of random variable \( \chi \) (really, the entropy of probability mass function \( \tilde{\pi}(\chi) \)) and the length of the description of its probability distribution \( \tilde{H}(\chi) \).

The assumption about uniform discretization can be motivated by, first, economizing on the need to also describe the discretization rule (i.e., the method of allocating discretization cell widths) itself and thus confining to rules that are fixed or that can be readily deduced from the very structure of a description sequence, and, second, by uniform prior belief on the locations of probability masses over the domain or more generally by principle of insufficient reason.

An instantaneous (or prefix) code is defined as a code system such that no codeword in it is a prefix for any other codeword in the system.

An alternative approach to description of probability distributions is taken in quantization literature (an encyclopedic overview of this literature is available in Gray and Neuhoff, 1998). State of the art procedure is to construct a finite set of reproducible probability distributions, find the element of this set that is closest in some metric to the desired distribution, and to pass on just the unique index of this closest set element. This modern type-based scheme was developed by Reznik (2010), who also proposed an asymptotically optimal algorithm of its implementation. Expanding the set of fully reproducible distributions—by increasing the density of reproduction lattice (grid)—allows for more accurate description of the distribution in focus. It is worth noting, however, that procedures implementing a classic tree-based scheme still dominate the practice and are used e.g. for data compression in ZIP and JPEG standards. In contrast to this quantization-motivated approach, which boils
down to describing the range of the probability distribution in target, our approach reduces to description of its domain. This is done for the sake of simplicity, so that formalization of the description step conformed with that of the following two steps as much as possible.

Lastly, recall that our decision-making agent is endowed with a native code based on alphabet $\mathcal{A}$, which is used for all operations including transmission via the communication channel of the simplified probability distribution’s description sequence. A channel that transmits information from input random variable $x$ into output random variable $\hat{x}$ using alphabet $\mathcal{A}$ will be denoted by $\mathcal{I}_\mathcal{A}(\tilde{g}(x); \tilde{h}(\hat{x}))$.

Therefore, in our example we have:

- Effective channel capacity demands per codeword [in information-theoretic terms; or equivalently in engineering terms, per one channel activation] equal

$$\mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) = \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{f}(\hat{x}|x)) =$$

$$= \mathcal{E}(\tilde{h}(\hat{x})) - 0 = 1.5 \text{ bits; (G.19)}$$

- Physical channel capacity demands per codeword equal

$$\mathcal{I}_\mathcal{A}(\tilde{g}(x); \tilde{h}(\hat{x})) = \mathcal{E}_\mathcal{A}(\tilde{h}(\hat{x})) - \mathcal{E}_\mathcal{A}(\tilde{f}(\hat{x}|x)) =$$

$$= \mathcal{E}(\tilde{h}(\hat{x})) + \mathcal{D}\left(\tilde{h}(\hat{x}) \bigg\| \frac{1}{|\mathcal{A}|}\right) - 0 = 1.5 + 4.5 = 6 \text{ bits (G.20)}$$

(i.e., the length of native code’s codeword).

Above, we again used the relative entropy property previously applied by the “Wrong code” theorem:

$$\mathcal{E}_\mathcal{A}(\tilde{h}(\hat{x})) = \mathcal{E}(\tilde{h}(\hat{x})) + \mathcal{D}\left(\tilde{h}(\hat{x}) \bigg\| \frac{1}{|\mathcal{A}|}\right). \quad (G.21)$$

Sending every domain value corresponding to each discretization cell takes $\tilde{n}_d$ codewords, or channel transmission operations. Aggregating, we get channel capacity demands per full
code sequence (per full transmission), i.e. $\hat{n}_d \times \text{(channel capacity per codeword)}$ [equivalently, $\hat{n}_d \times \text{(channel capacity per activation)}$]:

- Effective channel capacity demands per full code sequence [per full transmission] equal

  $\hat{n}_d \times I(\tilde{g}(x); \tilde{h}(\hat{x})) = 4 \times 1.5 = 6 \text{ bits;}$ \hspace{1cm} (G.22)

- Physical channel capacity demands per full code sequence equal

  $\hat{n}_d \times I_A(\tilde{g}(x); \tilde{h}(\hat{x})) = 4 \times 6 = 24 \text{ bits.} \hspace{1cm} (G.23)$

Thus, our desired input “000 001 10 10 11 11 010 011” would take

$n_d \times \mathcal{E}(\tilde{g}(x)) = 8 \times 2.5 = 20 \text{ bits},$ \hspace{1cm} (G.24)

our net input “00 1 1 01” takes only

$\hat{n}_d \times \mathcal{E}(\tilde{h}(\hat{x})) = 4 \times 1.5 = 6 \text{ bits,}$ \hspace{1cm} (G.25)

the sent message “001000 001100 001100 010100” takes

$\hat{n}_d \times I(\tilde{g}(x); \tilde{h}(\hat{x})) + \text{overhead} = 4 \times 1.5 + 4 \times 4.5 = 6 + 18 = 24 \text{ bits,}$ \hspace{1cm} (G.26)

and net output is the same as net input in (G.25), also taking 6 bits, due to the fact that communication not exceeding channel capacity is lossless.

To sum up, it takes 24 bits to fully describe our simplified probability distribution $\tilde{h}(\hat{x})$. (Alternative state of the art procedure due to Reznik (2010) would use 20 bits instead.)

*Step 4:* Storage in working memory.
Next, the description of the simplified distribution is loaded into “working memory”. Memory storage is a resource that will be used for performing computations in Step 5.

In our example, distinguishing between operations in optimal and native code, we have:

- Effective working memory capacity demands per codeword [per one memory writing operation]

\[ \mathcal{M}(\bar{h}(\hat{x})) = \mathbb{E}[L^*(\hat{x})] = \mathcal{E}(\bar{h}(\hat{x})) = 1.5 \text{ bits}; \quad (G.27) \]

- Physical working memory capacity demands per codeword

\[ \mathcal{M}_A(\bar{h}(\hat{x})) = L_A(\hat{x}) = \mathcal{E}_A(\bar{h}(\hat{x})) = 6 \text{ bits}. \quad (G.28) \]

On aggregate, this makes:

- Effective working memory capacity demands per full code sequence [per full storage session]:

\[ \hat{n}_d \times \mathcal{M}(\bar{h}(\hat{x})) = 4 \times 1.5 = 6 \text{ bits}; \quad (G.29) \]

- Physical working memory capacity demands per full code sequence:

\[ \hat{n}_d \times \mathcal{M}_A(\bar{h}(\hat{x})) = 4 \times 6 = 24 \text{ bits}. \quad (G.30) \]

**Step 5: Computation of statistic.**

Taking mean of \( \hat{x} \) as a statistic of interest, it is computed as a partial sum of \( \hat{x}_j \), each weighted by factor \( 1/\hat{n}_d \), for \( j = 1, 2, \ldots, \hat{n}_d \). In order to conduct \( \hat{n}_d \) of these summation operations, every time an \( \hat{x}_j \) has to be retrieved from the working memory (costlessly, but this is WLOG) and sent via communication channel to the “arithmetic unit” (whose operation
costs we abstract away from for simplicity reasons). Thus, the computation process utilizes the communication channel similarly to description process.

Effective channel capacity demands per codeword $\mathcal{I}(\hat{h}(\hat{x}); \hat{h}(\hat{x}))$ equal 1.5 bits, while physical channel capacity demands per codeword $\mathcal{I}_A(\hat{h}(\hat{x}); \hat{h}(\hat{x}))$ equal 6 bits (note the replacement of $\hat{g}(x)$ with $\hat{h}(\hat{x})$ in the mutual information functionals’ arguments). Effective channel capacity demands per full code sequence $\hat{n}_d \times \mathcal{I}(\hat{h}(\hat{x}); \hat{h}(\hat{x}))$ equal 6 bits, and physical channel capacity demands per full code sequence $\hat{n}_d \times \mathcal{I}_A(\hat{h}(\hat{x}); \hat{h}(\hat{x}))$ equal 24 bits. Our net input are the same 6 bits as in (G.25), the sent message repeats 24 bits from (G.26), and net output equals net input.

**Digression:** In the interest of generality we should emphasize that the case when $x$ is a continuously distributed random variable does not pose any practical difficulties (although some care must be taken nevertheless, as continuous entropy is not invariant to transformations such as change of variables). Previous formulas can be readily converted into their continuous counterparts, so in principle we can treat the presented algorithm as applicable to both cases. However, for our specific coding examples to remain valid (and/or basing on findings of neurophysiological nature), we may wish to convert a continuous random variable into its discrete analog as a preliminary step.

**Step 0:** Quantization of continuous distribution.

Let $x$ be a continuously distributed scalar random variable with probability density function $\hat{g}(x)$,

$$x \sim \hat{g}(x), \quad (G.31)$$

as depicted in the left panel of Figure G.0*.
Define differential (or continuous) entropy of random variable $x$ as

$$
\mathcal{E}(\tilde{g}(x)) := - \int_{\text{supp}(\tilde{g})} \tilde{g}(x) \log \tilde{g}(x) \, dx,
$$

(G.32)

(in this case, a continuous alphabet is presumed).

Assume uniform quantization of $\text{supp}(\tilde{g})$ into identical cells of width $\Delta$ not optimized for particular distribution. This is optimal under fairly general conditions for high resolution quantization (i.e., “small” $\Delta$ and “large” $n_q$) case. As a result, we obtain quantized probability density function $\tilde{g}(x)$, defined by a sequence of equations

$$
\tilde{g}(x_i) := \int_{\Delta i}^{\Delta(i+1)} \tilde{g}(x) \, dx = \tilde{g}(x_i) \Delta
$$

(G.33)

for $i = 1, 2, \ldots, n_q$. Here, $n_q$ is the number of quantization points, determined by covering (tiling) the set $\text{supp}(\tilde{g}(x))$ with $\Delta$-cells:

$$
n_q := \frac{m(\text{supp}(\tilde{g}))}{\Delta}
$$

(G.34)

for some appropriate measure $m$ on $\sigma$-algebra over $\text{supp}(\tilde{g})$. This also gives the relationship

$$
|\text{supp}(\tilde{g})| := n_q,
$$

(G.35)
which we have already used earlier.

The process of quantization is visualized by the right panel of Figure G.0*. Using cell width $\Delta := 2$, we thus produced the probability mass function $\tilde{g}(x)$ from our previously discussed example.

For Riemann-integrable $\tilde{g}(x)$, the following correspondence between continuous and discrete entropy holds as $\Delta \to 0$ (Cover and Thomas, 2006):

$$E(\tilde{g}(x)) \simeq E(\tilde{g}(x)) + |\text{supp}(\tilde{g})| := E(\tilde{g}(x)) + n_q, \quad (G.36)$$

which in our example boils down to

$$2.5 \text{ bits} \simeq E(\tilde{g}(x)) + 6 \text{ bits}. \quad (G.37)$$

Wrapping-up remarks: To recap, the information processing algorithm consists of the following steps:

[0. Quantization of continuous distribution.]

1. Simplification of discrete distribution.

2. Generating codebook.

3. Description of simplified distribution.

4. Storage in working memory.

5. Computation of statistic.

The last three steps contain potential “bottlenecks” on the way of information flow (shown in bold on Figure G.3), formally represented by the following, potentially binding, physical constraints:
• for the Description step, communication channel capacity demands \( \hat{n}_d \times I_A(\hat{g}(x); \hat{h}(\hat{x})) \) are bounded by the available full description channel capacity \( K_D \),

\[
\hat{n}_d \times I_A(\hat{g}(x); \hat{h}(\hat{x})) \leq n_{ID} \times \hat{I}_{AD} =: K_D, \tag{G.38}
\]

where available channel capacity is formed by \( n_{ID} \) number of \( \hat{I}_{AD} \)-bit wide physical communication channels;

• for the Storage step, working memory capacity demands \( \hat{n}_d \times M_A(\hat{h}(\hat{x})) \) are bounded by the available full storage memory capacity \( K_S \),

\[
\hat{n}_d \times M_A(\hat{h}(\hat{x})) \leq n_M \times \hat{M}_A =: K_S, \tag{G.39}
\]

where available memory capacity is formed by \( n_M \) number of \( \hat{M}_A \)-bit large physical working memory cells;

• for the Computation step, communication channel capacity demands \( \hat{n}_d \times I_A(\hat{h}(\hat{x}); \hat{h}(\hat{x})) \) are bounded by the available full computation channel capacity \( K_C \),

\[
\hat{n}_d \times I_A(\hat{h}(\hat{x}); \hat{h}(\hat{x})) \leq n_{IC} \times \hat{I}_{AC} =: K_C, \tag{G.40}
\]

where available channel capacity is formed by \( n_{IC} \) number of \( \hat{I}_{AC} \)-bit wide physical communication channels.

Taking a wider, computational complexity perspective, the above three steps can be viewed as particular examples of, respectively, communication, space and time complexity concepts (see Arora and Barak, 2009).

Utilized in the manner of the described algorithm, binding constraints on description channel capacity, on working memory capacity, or on computation channel capacity demands are operationally equivalent to each other.
Define $\mathcal{K}^*$ as the full physical capacity bound implied by the tightest constraint:

$$
\mathcal{K}^* := \min\{\mathcal{K}_D, \mathcal{K}_S, \mathcal{K}_C\}.
$$

(In our coding example, $\mathcal{K}^* = 24$ bits.)

Conditional on the value of $\mathcal{K}^*$, we can assume without loss of generality any one of the three steps is the physical “bottleneck” at play (essentially, this is a matter of taste).

Lastly, the same results can be obtained by replacing lossless description of the simplified distribution (Step 3) with Monte Carlo sampling from it [or with its numerical quadrature approximation]. Specifically, instead of computing the exact statistic for the simplified distribution described fully, we can compute its approximation using the simplified distribution’s empirical counterpart [or using weighted quadrature nodes]. Rather than taking \(\{\hat{x}_j\}_{j=1}^{\hat{n}_d}\), we can take instead a sample of \(\hat{x}_j \sim \tilde{h}(\hat{x}_j)\), for \(j = 1, 2, \ldots, \hat{n}_{mc}\) [or nodes \(\{\hat{x}_j\}_{j=1}^{\hat{n}_{nq}}\)]. The only material difference is that \(\hat{n}_{mc}\) (in general, \(\hat{n}_{mc} \neq \hat{n}_d\)) \([\hat{n}_{nq}, \text{in general } \hat{n}_{nq} \neq \hat{n}_d]\) would now reflect the size of Monte Carlo sample [number of quadrature nodes].

Overall, additionally taking Monte Carlo sampling [numerical quadrature approximation] as a possible replacement for description of the simplified distribution step, along with storage and computation steps, there are 5 alternative mechanisms that generate the same communication-based calculus, modulo change of interpretation and possibly redefinition of \(\hat{n}_d\) parameter.

As a remark on formal notation, from a computational standpoint the presented algorithm constitutes an ancillary procedure $\mathcal{P}_f$ for evaluation of the expectation operator $E^h[x]$.

### G.2 Vector random variable case

We are still not ready to apply the approach presented above even to the most basic task of choice between two simple lotteries, as in Figure 2.1. For instance, recall full physical
capacity bound $K^*$ defined in equation (G.41). It is important to realize that even allocating $2K^*$ for processing 2 lotteries does not mean just repeating the previous algorithm 2 times.

To begin with, we need to account for the well-known result that the problem of encoding several—even independent—random variables simultaneously is not equivalent to a combination of the corresponding stand-alone problems (this is evident from the so called sphere-covering argument used in geometry, see Cover and Thomas, 2006).

Also, handling functions of two or more random variables requires some care. For $K \times K$ matrix $A$, $\mathcal{E}(\pi(A\chi))$ works smoothly, but there are difficulties with non-square $A$, i.e. with entropy of a convolution of random variables: even $\mathcal{E}(\pi(\sum_k \chi_k))$ is cumbersome (cumbersome enough to warrant works by Tao, 2010; Tao and Vu, 2006). Going further, for bijective function $\varphi : \mathbb{R}^K \mapsto \mathbb{R}^{K'}$, $\mathcal{E}(\pi(\varphi(\chi)))$ works relatively straightforwardly, but result is not available in general for $\varphi : \mathbb{R}^K \mapsto \mathbb{R}^{K'}$, $K > K'$, i.e. for entropy of “non-linear convolution”.

Therefore, we will proceed as follows. Firstly, we use the fact that $\mathcal{E}(\cdot)$ and $\mathcal{I}(\cdot;\cdot)$ functionals conveniently generalize to $K$-dimensional random vectors $\chi$ in the desired manner.

Also, we apply transformations defined by $\mathbb{R}^K \mapsto \mathbb{R}^{K'}$ functions (including those defined by $K' \times K$ matrices) after rather than before any communication and storage processes, i.e. in the Computation rather than Description step.

Lastly, optimization (i.e., maximizing $\varphi(\chi)$ or equating it to 0) is executed as several repetitions of the Computation step iterating on function $\varphi(\cdot|\theta)$ for different choices of parameter vector $\theta$ (e.g., number of iterations $n_t = 2$ for binary choice from our motivating example, $n_t = n$ for weighted sums on an $n$-points grid).

The generalized algorithm is presented in the flowchart on Figure G.4. It still deals with a simple lottery, but now the lottery is not scalar- but vector-valued, and the computed statistic is not just the average but any parameterized function, whose parameters are allowed to vary in the course of an iterative optimization procedure.

Notice, the optimization process here is constrained by available capacity, but such a constraint is by construction invariant to specific choices of parameter $\theta$ or specification of
Figure G.4: Flowchart of description, storage and computation steps (vector random variable case, computation of some predetermined statistic, allowing for iterations on the latter).
φ(·|·). This will allow us to segregate the actual decision-making problem from background problem of the optimal utilization of available capacity, and to solve them separately.

Finally, note that from a computational standpoint, now the algorithm solves a given optimization problem using the presented above (ancillary) expectation operator evaluation procedure \( \mathcal{P}_f \) at each iteration of the optimization procedure.

**Capacity accounting:** Next, let us carefully consider the issue of communication channel (or storage memory) capacity accounting.

Redefine the full physical capacity bound implied by the tightest (per iteration, in case of computation step) constraint \( K^* \) more generally as:

\[
K^* := \min\{K_D, K_S, K_C / n_t\}. \tag{G.42}
\]

(For instance, if \( n_t = 2 \), to be able to use in the full procedure 6 bits per codeword for each of 4 discretization cells as in our coding example requires: \( K_D \geq 24, K_S \geq 24 \), and \( K_C \geq 48 \).)

Without loss of generality, assume the binding constraint is the computation step:

\[
K^* = K_C / n_t, \tag{G.43}
\]

while demands for full per iteration computation channel capacity yield (in the string of equalities below, we are moving backwards along the algorithm’s path):

\[
K_C / n_t = K^* = \\
= \hat{n}_d \times \mathcal{I}_A(\hat{h}(\hat{x}); \tilde{h}(\hat{x})) = \\
= \hat{n}_d \times \mathcal{M}_A(\hat{h}(\hat{x})) = \\
= \hat{n}_d \times \mathcal{I}_A(\hat{g}(\hat{x}); \tilde{h}(\hat{x})) = \\
= \hat{n}_d \times \mathcal{I}(\hat{j}(\hat{x}); \tilde{h}(\hat{x})) + \text{overhead}. \tag{G.44}
\]
Rearranging,
\[
\mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) = \frac{K_C}{\hat{n}_d \times n_t} - \text{overhead} \frac{\hat{n}_d}{\hat{n}_d} =: \kappa, \tag{G.45}
\]
where \(\kappa\) denotes effective capacity bound per codeword (binding, as we assumed above).

Clearly, effective capacity \(\kappa\) is not equivalent to available full computation channel capacity \(K_C\), or more generally to available full physical capacity \(K^*\). It might, say, fall not just because of reduction in computation channel capacity, but also when using more discretization points and more iterations, as well as due to larger per-codeword overhead. This demonstrates why effective capacity \(\kappa\), measured as implied information processing capacity constraint’s bound, differs substantially from full physical capacity \(K^*\) (see the main text for further elaboration).

In general, effective capacity \(\kappa\) bounds the tightest constraint from above (also expanding the mutual information functional below):

\[
\kappa \geq \mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) = \mathcal{E}(\tilde{g}(x)) + \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{g}(x), \tilde{h}(\hat{x})) =: \mathcal{E}(\tilde{g}(x)) + \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{f}(x, \hat{x})) =
\]
\[
= - \sum_{i=1}^{n_q} \tilde{g}(x_i) \log \tilde{g}(x_i) - \sum_{j=1}^{\hat{n}_q} \tilde{h}(\hat{x}_j) \log \tilde{h}(\hat{x}_j) + \sum_{i=1}^{n_q} \sum_{j=1}^{\hat{n}_q} \tilde{f}(x_i, \hat{x}_j) \log \tilde{f}(x_i, \hat{x}_j), \tag{G.46}
\]
with its continuous counterpart being

\[
\kappa \geq \mathcal{I}(\tilde{g}(x); \tilde{h}(\hat{x})) = \mathcal{E}(\tilde{g}(x)) + \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{g}(x), \tilde{h}(\hat{x})) =: \mathcal{E}(\tilde{g}(x)) + \mathcal{E}(\tilde{h}(\hat{x})) - \mathcal{E}(\tilde{f}(x, \hat{x})) =
\]
\[
= - \int_{\text{supp}(\tilde{g})} \tilde{g}(x) \log \tilde{g}(x) \, dx - \int_{\text{supp}(\tilde{h})} \tilde{h}(\hat{x}) \log \tilde{h}(\hat{x}) \, d\hat{x} +
\]
\[
+ \int_{\text{supp}(\tilde{g})} \int_{\text{supp}(\tilde{h})} \tilde{f}(x, \hat{x}) \log \tilde{f}(x, \hat{x}) \, d\hat{x} \, dx. \tag{G.47}
\]

Note that in the main text, we focus on continuously distributed random variables exclusively (unless stated otherwise), so differentiation between the “double-dot” and “bar” probability distributions is irrelevant and we refrain from using these accents.
G.3 Proof of Proposition G.1, with additional comments

Proof. The range of CDF \( \tilde{H}(\chi) \) is exhaustively and efficiently (i.e. without intersections) tilled by \( \delta \)-cells. Discretization of the range (once \( n_d := 1/\delta \) is known) leaves only the domain of \( \tilde{H}(\chi) \) to describe.

Description of the CDF domain is done by specifying a sequence of domain values corresponding to each discretization cell, that is \( \{\chi_i\}_{i=1}^{n_d} \) for \( \chi_i = \tilde{H}^{-1}(i\delta) \). Expected length of respective optimal codewords using instantaneous code equals \( E(\hat{\pi}(\chi)) \), which pins down the lower bound for average length of codewords in the description sequence. This can be shown by adjusting the argument about optimal instantaneous code and the bound on its expected length (e.g., see Cover and Thomas, 2006).

Specifically, denoting by \( n_i \) the number of discretization points per each quantization point \( i \), we wish to minimize total description length:

\[
\min_{\{L(\chi_i)\}_{i=1}^{n_d}} \sum_{i=1}^{n_d} L(\chi_i) = \sum_{i=1}^{n_q} n_i L(\chi_i) = \sum_{i=1}^{n_q} \frac{n_i}{n_d} L(\chi_i) = n_d \sum_{i=1}^{n_q} \frac{n_i}{n_d} L(\chi_i) \tag{G.48}
\]

subject to Kraft’s inequality (that necessarily holds for any instantaneous code and guarantees the existence of such code)

\[
\sum_{i=1}^{n_q} 2^{-L(\chi_i)} \leq 1
\]

which yields

\[
L^*(\chi_i) := -\log \frac{n_i}{n_d}.
\]

At the same time, in the process of discretization we allocated \( n_i \)-s according to the rule

\[
n_i := \frac{\tilde{H}(\chi_i) - \tilde{H}(\chi_{i-1})}{\delta} =: \hat{\pi}(\chi_i),
\]

hence

\[
\frac{n_i}{n_d} = \hat{\pi}(\chi_i).
\]
Substituting into objective function (G.48) produces

$$\sum_{i=1}^{n_d} L^*(\chi_i) = -n_d \sum_{i=1}^{n_q} \frac{n_i}{n_d} \log \frac{n_i}{n_d} = -n_d \sum_{i=1}^{n_q} \tilde{p}(\chi) \log \tilde{p}(\chi) =: n_d \mathcal{E}(\tilde{p}(\chi)),$$

which is the claimed result.

Lastly, receiving $\chi_i$ as a sequence ordered, say, from lower to higher cumulative probability mass $\bar{H}(\chi_i)$ would have allowed shorter codeword lengths by ruling out the subset of the support corresponding to $\chi_i' < \chi_i$ with each new $\chi_i$ received. This possibility is assumed away.

Some additional comments are warranted. Note that minimizing $\sum_{i=1}^{n_d} L(\chi_i) = \sum_{i=1}^{n_q} n_i L(\chi_i)$ (i.e., number-of-occurrences-weighted sum of codeword lengths) is equivalent to minimizing $\mathbb{E}[L(\chi)] = \sum_{i=1}^{n_q} \tilde{p}(\chi_i) L(\chi_i)$ (probability-weighted sum of lengths), hence the code assignment we obtain can also be written as

$$L^*(\chi_i) = -\log \tilde{p}(\chi_i),$$

which is a classic result for optimal instantaneous codes, and in expectation achieves the theoretical lower bound:

$$\mathbb{E}[L^*(\chi_i)] = -\sum_{i=1}^{n_q} \tilde{p}(\chi_i) \log \tilde{p}(\chi_i) =: \mathcal{E}(\tilde{p}(\chi)).$$

In some cases suggested theoretically optimal codeword lengths may be achievable only asymptotically, but using Shannon code assignment $L(\chi_i) := \lceil -\log \tilde{p}(\chi_i) \rceil$, the following bound is always achievable in practice:

$$\frac{1}{\delta} \times (\mathcal{E}(\tilde{p}(\chi)) + 1) \text{ bits.}$$
APPENDIX H

ALGORITHM FOR DECISION-MAKING UNDER RISK: A TOY PRIMER

Consider a fruit-tree bearing some random number of fruits every year, with known probability distribution guiding possible fruit harvests: say, the harvest may be 7 or 9 fruits each with probability $\frac{1}{8}$, 11 or 13 fruits with respective probabilities $\frac{1}{4}$, and 19 or 21 fruits with probabilities $\frac{1}{8}$. (The corresponding tables and plots are provided above in §G.)

There is also a potential investor. Essentially, he/she would first wish to assess the value of tree as a capital good. For instance, how productive the tree is on average: say, its mean harvest is $7 \times \frac{1}{8} + 9 \times \frac{1}{8} + 11 \times \frac{1}{4} + \ldots + 21 \times \frac{1}{8} = 13$ fruits; perhaps investor also cares about variance of the harvest: the latter can be calculated to be 20 here. Secondly, he would then make the decision about buying or selling the tree on the market: say, deciding to buy 3 trees.

Operationally, this involves sending a message, i.e., a sequence of signals, describing the above probability distribution from one, perceptive part of investor’s brain to another, calculating part, and computing the relevant statistic of interest. However, if the probability distribution is “too complex” given investor’s information processing limitations (we can think of them as individual “bandwidth”), the above procedure becomes infeasible and has to be modified.

In such a case the distribution is “simplified”: investor chooses another probability distribution that roughly approximates the original one but possesses lower “complexity”, and uses this subjective simplified distribution in computations of the value of the tree. Say, calculating the average harvest as $8 \times \frac{1}{4} + 12 \times \frac{1}{2} + 20 \times \frac{1}{4} = 13$ fruits, also relying on this new distribution in calculating the variance of just 19. Then, he decides how many trees to buy or sell: the decision is likely to be affected and differ from preceding 3 trees.

Moreover, investor may wish to bias the subjective distribution downward and calculate
the average as $7 \times \frac{1}{4} + 11 \times \frac{1}{2} + 19 \times \frac{1}{4} = 12$ fruits, with the corresponding variance calculation of 19 still; and then choosing to buy, say, 3 trees again, as lower productivity offsets lower risk. Taking this toy example even further, investor’s identical (i.e., having the same information processing limits) twin employed outside of investment business—perhaps as an econometrician in academia—would likely stick to the unbiased average of 13 fruits and think that buying, say, 4 trees would have been a more sensible decision, being rather puzzled by his brother’s cautious investment choice.

Formally, the investor here solves the following 2-period consumption-investment problem (the notation below is the same as in the main text, so specific details are omitted):

$$\max_{\{C_t, q_t\}} \{u(C_t) + \beta E_t^h [u(C_{t+1})]\} = \{u(C_t) + \beta \int_{\mathbb{R}^+} u(C_{t+1}) h(D_{t+1}) dD_{t+1}\}$$

subject to budget constraints

$$C_t + P_t q_t = (P_t + D_t) q_{t-1} =: W_t,$$
$$C_{t+1} = \hat{D}_{t+1} q_t =: \hat{W}_{t+1}$$

with $q_{t-1}$ and $D_t$ given; and also where

$$h(\hat{D}_{t+1}) := \int_{\text{supp}(g)} f(D_{t+1}, \hat{D}_{t+1}) dD_{t+1},$$
$$f(D_{t+1}, \hat{D}_{t+1}) := \arg \left\{ \min_{f(\cdot, \cdot)} \mathbb{E}^f \left[ |u(C(D_{t+1})) - u(C(\hat{D}_{t+1}))|^2 \right] \text{ s.t. } \mathcal{I}(g(D_{t+1}); h(\hat{D}_{t+1})) \leq \kappa \right\},$$
$$g(D_{t+1}) \text{ is given;}$$

plus the necessary technical restrictions. Basically, he chooses the controls as if facing a proxy variable $\hat{D}_{t+1}$ (i.e., $D_{t+1}$ with some noise).

In the context of our example above, canonical rational inattention theory (Sims, 2003, 2006) would essentially envisage a consumer receiving a nature’s signal that informs about the
fruit harvest which has just ripened (e.g., that this turned out to be a bad year, yielding only 7 or 9 fruits with probability $\frac{1}{2}$ each). The consumer will then decide how many fruits to eat (say, 5), and how many to commit selling on the market for reinvestment into trees (say, the rest). In anticipation, before the harvest ripens, the consumer chooses the probability distribution of such signal in every contingency taking into account the complexity of the fruit harvest’s distribution (i.e., an optimal information acquisition strategy). If the latter is too high, the consumer needs to restrict the accuracy of the signal he is able to receive, thus behaving rationally inattentively. Clearly, this is a different problem from the one presented above.

Formally, the consumer there solves the following 2-period consumption-investment problem:

$$\max_{f(\cdot, \cdot)} E_t \left[ u(C_{t+1}) + \beta u(C_{t+2}) \right] =$$

$$= \int_{\mathbb{R}^+} [u(C_{t+1}) + \beta u(C_{t+2})] f(\{C_{t+1}, q_{t+1}\}, D_{t+1}) d\{C_{t+1}, q_{t+1}\} dD_{t+1}$$

subject to budget constraints

$$C_{t+1} + P_{t+1}q_{t+1} = (P_{t+1} + D_{t+1})q_t =: W_{t+1},$$

$$C_{t+2} = D_{t+2}q_{t+1} =: W_{t+2}$$

with $q_t$ and $D_{t+2}$ given; and also subject to

$$\mathcal{I}(g(D_{t+1}); h(\{C_{t+1}, q_{t+1}\})) \leq \kappa,$$

$$h(\{C_{t+1}, q_{t+1}\}) := \int_{\text{supp}(g)} f(\{C_{t+1}, q_{t+1}\}, D_{t+1}) dD_{t+1},$$

$$g(D_{t+1}) \text{ is given;}$$

plus the necessary technical restrictions. Basically, he ends up choosing the controls while
observing $D_{t+1}$ with some noise (i.e., a proxy variable $\hat{D}_{t+1}$).
This work is explicitly grounded on existing knowledge about the human brain and cognition, however patchy that knowledge is. Unfortunately, a disproportionate amount of current understanding is based on non-human evidence that can be gathered using not just relatively crude functional magnetic resonance imaging, but also high-resolution invasive methods. Naturally, vision takes a key spot by virtue of being one of the most complex neural systems observed in non-humans. To put things into perspective, primary visual cortex is one of the most intensively studied region of the brain, yet according to the estimate of Olshausen and Field (2005) we understand only 15% of its function.

Our framework is built not at the level of individual neurons, but rather functional subsystems (really, populations of neurons); and it is most directly related to computational neuroscience, less so to cognitive or behavioral neuroscience/psychology, and only indirectly to cellular neuroscience or neurophysiology (omitting altogether the discussion of specific anatomical regions of the central nervous system, chemical neuromodulators, etc.). However, Eliasmith and Anderson (2003), Eliasmith (2013) as well as Rao (2010) show how such computational model can be implemented with neurologically plausible apparatus.

Functional subsystems included in our framework are linked in a centralized serial (hierarchical, sequential) order, but each such module allows for distributed and/or parallel processing within the subsystem. Indeed, it is a well established fact that human brain utilizes diverse forms of computation, e.g. a hierarchical organization has been found in the visual cortex and distributed architecture seems to be utilized in the memory system (but even these example systems are not fully specialized and exhibit different types of processing); see Squire et al. (2008) for details.

We incorporate some key neuroscientific elements and concepts:

- Limited capacity communication channel, e.g. the optic nerve may be thought of as a
limited-capacity channel (Burton, 2000).

- Working memory, defined as a limited capacity system that temporarily maintains and stores information to support human thought processes by providing an interface between perception, long-term memory and action (Baddeley, 2003); a good primer on the operations with working memory necessary for on-line computations or solving more abstract Tower of Hanoi problem and Raven’s Progressive Matrices test are provided by Smith and Jonides (2003).

- Bottleneck, arising when a downstream subsystem (output) has tighter capacity limits than an upstream one (input), for instance in communication channels serving auditory and visual processing (Baddeley et al., 1997; Zhaoping, 2006) as well as due to working memory restrictions (Reynolds et al., 2008); ultimately, such physical capacity limits reflect energy costs and a pursuit for metabolic efficiency (see Laughlin et al., 2000).

- “Native” (default, fixed, internal) code, which particular brain subsystem uses for its operations and which is a given (e.g., see Campbell and Epp, 2005); it is optimal with respect to both physiological characteristics of the brain subsystem and the “average” stimulus it encodes (i.e., in environmental sense), but in general it is not efficient (in the sense of Shannon) for the “average” stimulus, and channel capacity related arguments should account for this fact (as Laming, 2010, puts it, “the human subject can be viewed as a communication system with fixed ‘coding’,” see his paper for more details); taking a different perspective, as long as “native” codebook reflects prior beliefs about the stimulus to be encoded, then this prior should arguably be understood in the sense of empirical Bayes methodology.

- Efficient code, which is optimal with respect to the “average” stimulus the corresponding brain subsystem encodes (i.e., efficient in Shannon sense);\(^1\) though it may not be

---

\(^1\) Unfortunately, under the influence of the so called “efficient code hypothesis” (Barlow, 1961), the convention in neuroscience and psychology does not discriminate between the concepts of “native” (fixed) and efficient codes, usually assuming that the latter applies. Laming (2010) offers a comprehensive critique.
optimal for some subset—say, most current—stimuli, an ad hoc improvement and additional reduction in capacity requirements of the brain subsystem involved can still be achieved, albeit at a cost to auxiliary subsystems (Bor et al., 2003); ensembles and summary statistics, as parts of scene processing, are also the concepts relevant here (e.g., see Cohen et al., 2016).

- Interface for encoding and decoding, which in information-theoretic sense are abstract notions defined as a map (“codebook”) from input, source alphabet to output, target alphabet and, respectively, its reverse map (Cover and Thomas, 2006; Campbell and Epp, 2005; also see Hertz et al., 1991), while in neuroscience they take concrete forms of mapping an input (say, sensory) stimulus to a neural response in terms of spike sequence and, respectively, its inverse (Squire et al., 2008; Dayan and Abbott, 2001; Doya et al., 2007); with Doya et al. (2007), Dayan and Abbott (2001), as well as Borst and Theunissen (1999) providing a bridge between abstract information-theoretic and applied neural treatments of these concepts.

- Value (of some reward) and value function (recognizing its dynamic recursive forward-looking aspects) are established notions in neuroscience, e.g. see Rangel et al. (2008), as well as Schultz et al. (1997), McClure et al. (2004) and Doya (2008) for laboratory evidence related to rewards; value function is understood in terms similar to classical dynamic programming, e.g. see Lee et al. (2012) and Doya (2007) for short reviews, as well as Dayan and Abbott (2001) or Glimcher et al. (2008) for textbook treatment, with Bertsekas and Tsitsiklis (1996) as well as Sutton and Barto (1998) offering theoretical underpinnings.

- Probabilistic objects, such as probability distributions (including prior or posterior), risk (variance or entropy) and ambiguity, or likelihoods and mathematical expectations (e.g., expected value of the reward) are accepted components of brain activity, see Schultz et al. (2008) for an excellent review, as well as Ma and Jazayeri (2014), Doya

- Prediction errors, which is the discrepancy between new information and some “reference frame” (some predicted value or prior distribution), is another important concept, for instance used explicitly or implicitly in information coding (in the form of “predictive coding”, which amounts to encoding and transmitting only residual errors in prediction, see Huang and Rao, 2011, Spratling, 2012, Summerfield and Egner, 2009, Zhaoping, 2006, Dayan and Abbott, 2001) or learning (in the form of “reward prediction errors” in reinforcement learning, see Lee et al., 2012, Doya, 2007, Dayan and Abbott, 2001, Schultz et al., 1997, Daw et al., 2011); also see below with regard to the process of learning.2

- Numerical/quantity information is treated here in correspondence with that in mathematics, and although by no means taken for granted, there actually is neuroscientific evidence that in important issues this may be a valid approach; see Dehaene(2009), Nieder and Dehaene (2009) and Nieder (2005) for reviews, specific instances are (i) discrete (numerocity, e.g. number of items) and continuous (extent, e.g. length) quantities (they are supported by functionally overlapping populations of neurons bolstering the idea of abstract quantity, a generalized magnitude system in the brain, as shown by Tudusciuc and Nieder, 2007, 2009), (ii) symbolic signs (e.g., Arabic digit “3” or written word “three”) and analog iconic signs (e.g., sets of dots) representing quantities (they are supported by the same neural populations expressing some shared abstract code, see Piazza et al., 2007) as well as (iii) correspondence between concrete

---

2. Predictive coding may be playing an important role in implementing Bayesian inference (i.e., only differences from prior are encoded in the process of updating some relevant posterior distribution), for example see Huang and Rao (2011), also see Kwisthout and van Rooij (2013). Reward prediction errors as a concept are consistent with the mechanism of reference-dependent valuation, e.g. see Kahneman and Tversky (1979, 1992).
quantities and abstract formal symbols (“variables”) used in computations (this is a natural feature of neural networks, e.g. see Dehaene and Changeux, 2003, for a simple neural model primer), hence we freely interchange within each pair as we often implicitly do in applied mathematics (and in line with common practice in computational neuroscience, see Dayan and Abbott, 2001).

The framework also utilizes commonly accepted neural mechanisms and processes:

- Non-linear computation and function approximation potentially performed by neural networks as well as machinery for training neural network parameters that provide great flexibility in terms of plausible neural mechanisms available to execute—and explain—human behavior (Hertz et al., 1991; Dayan and Abbott, 2001; Cybenko, 1989; also see Bullinaria, 2000, regarding the benefits and pitfalls of such flexibility). 3

- Learning, which in neuroscience boils down to adjusting neural network synapses/connection weights, is usually differentiated into unsupervised learning and supervised (most commonly, reinforcement learning based on minimizing (reward) prediction errors), and may apply to learning entropy-reducing (redundancy-reducing in the neuroscientific literature) approximations, auxiliary transformations, but most importantly the model itself, including the value function; Hertz et al. (1991), Dayan and Abbott (2001) focus on the relevant mechanisms in artificial, while Lee et al. (2012), Rangel et al. (2008), Doya (2007) discuss such mechanisms from the perspective of biological neural networks; by way of clarification, (i) we focus on networks that have converged to the solution (i.e., solution to our dynamic programming and informational problems are already known—this may alternatively be interpreted as if fixed time and mental costs have been incurred at the outset— in abstract symbolic form, and subsequently any new parameter values such as variance-covariance matrix are just “plugged into”

---

3. Hertz et al. (1991) shows how even the simplest one-layer feed-forward artificial neural network containing a finite number of neurons can perform PCA.
the optimal solution), and (ii) so called active learning and evidence accumulation is beyond the scope of our work and is assumed away.

• Transformations are applied to input information in order to reduce redundancy (decompositions, decorrelation) and/or dimensionality/entropy (filters); e.g. in visual processing the neuroscientifically accepted procedures are principal component analysis for Gaussian and independent component analysis or wavelet-like basis function representation for non-Gaussian heavy-tailed inputs (Dayan and Abbott, 2001; Simoncelli and Olshausen, 2001; Zhaoping, 2006; Doi et al., 2012), with a number of studies demonstrating emergence of receptive/projective fields similar to those observed in animal cortical areas and at the same time consistent with the result of implementing the above transformation procedures when neural models are trained on natural images (for example, see Olshausen and Field, 1996, or Spratling, 2012); such redundancy/dimension-reducing transformations are a form of efficient coding implemented in terms of structural (“causal” in neuroscience) higher-level objects (in case of wavelet-like transforms the conventional term in neuroscience is “sparse coding”), and constitute intermediate stages of predictive coding procedures, for more details see Huang and Rao (2011), Zhaoping (2006), Dayan and Abbott (2001).

• An important instance of such transformations is coordinate transformation and subsequent adjustment of the mean (as a form of “compensation”) stated in Propositions 4–5 as well as C.1, which effectively reduces to linear rotation and translation operations; it could conceivably be implemented by a mechanism similar to the one responsible for maintaining organism’s internal image of the world in spatial cognition, i.e. determination of the head-centered coordinates of some target given retinal coordinates that must account for any eye movement, which is evidently performed (once initial non-linear decomposition has been computed) online in real time via simple linear operations (see Pouget and Sejnowski, 1997, or Dayan and Abbott, 2001); also, this
mechanism may be related to neuroscientific findings that in primates' brains expected (mean) reward is clearly discriminated from reward uncertainty, i.e. measures of its risk (variance/entropy) and ambiguity (see Schultz et al., 2008, for a survey).

- Probabilistic computations, required to operate with probabilistic objects, seem to be one of the supported animal brain processes; literature includes examples of manipulations with probabilities/probability densities, priors and posteriors (Barber et al., 2003; Vilares et al., 2012; Kepecs and Mainen, 2012; Ma, 2012) as well as with likelihood functions and their ratios (Yang and Shadlen, 2007), performing integration/marginalization of joint probability densities (Beck et al., 2011), optimally combining several models (O’Reilly et al., 2013; Knill and Pouget, 2004), model inversion (Dayan and Abbott, 2001; Botvinick and Toussaint, 2012), implementing Monte Carlo sampling (Griffiths et al., 2012; Buesing et al., 2011; Hoyer and Hyvärinen, 2003) and stochastic mental simulations (Battaglia et al., 2013), etc. (for a broader overview, see Doya et al., 2007; Pouget et al., 2013; Dayan and Daw, 2008; Ma and Jazayeri, 2014).

- Recursive processing of information, which is necessary for iterative optimization (as well as for evaluating a menu of available options in serial rather than parallel manner within each optimizing iteration), is a feasible neural mechanism as a number of closed loops passing across a sequence of different brain areas has already been identified, according to Miller and Wallis (2008), Doya and Kimura (2008), Doya (2007), Daw et al. (2005) and Tanaka et al. (2004); this should not be confused with the standard feedforward, recurrent and feedback connections (though the role of feedback connections being less well understood) within the same area/between functionally similar areas of the brain, e.g. see Dayan and Abbott (2001) as well as Zhaoping (2006).

The machinery comprising the above neuroscientific elements and processes resonates strongly with the proposals of Chris Eliasmith’s group that underlie the functional architecture and implementation principles of the large-scale computational prototype of human
brain constructed and reported in Eliasmith et al. (2012), with (some aspects of) the general approach of the neural model for decision making under uncertainty by Rao (2010), with the “levels of understanding” framework discussed and updated in Poggio (2012), with the theoretical treatment of “early vision” in Zhaoping (2006), among others.

Note that neuroscience often relies on Bayesian formalism for dealing with probabilistic material (e.g., see Doya et al., 2007; Pouget et al., 2013; Ma and Jazayeri, 2014; Dayan and Daw, 2008); while information theory uses both classical and Bayesian approaches (Cover and Thomas, 2006, is inclined to the former, but MacKay, 2003, emphasizes the latter); for the sake of simpler exposition, we follow the steps of Cover and Thomas (2006) and do not adopt Bayesian formalism explicitly, but our approach is reconciled with the Bayesian one by restricting ourselves to uninformative flat priors and ever-recurrent informational dynamics that precludes learning/updating. Additionally, note that we abstract away from neuron noise, which may play an important role in neural systems (Simoncelli and Olshausen, 2001; Eliasmith and Anderson, 2003; Cordes et al., 2007; Pouget et al., 2013; Ma and Jazayeri, 2014; though also see the sampling argument of Hoyer and Hyvarinen, 2003).

Further supporting details organized in a more systematic book format can be found in Squire et al. (2008), Dayan and Abbott (2001), Doya et al. (2007) that particularly emphasizes Bayesian approach, Baddeley et al. (2000) that stresses information-theoretic foundations, and Glimcher et al. (2008) that focuses on economic decision-making.
APPENDIX J

GENERALIZED OPTIMIZATION PROBLEM

More explicitly, in place of optimization problem

\[
\max_{\theta} \mathbb{E}_f^g [\varphi^\sharp(x|\theta)] = \int_{\text{supp}(g)} \varphi^\sharp(x|\theta) g(x) \, dx, \quad \{P_\theta\}
\]

where

\[
g(x) \text{ is given},
\]

we consider generalized optimization problem

\[
\max_{\theta} \mathbb{E}_h^h [\varphi(\hat{x}|\theta)] = \int_{\text{supp}(h)} \varphi(\hat{x}|\theta) h(\hat{x}) \, d\hat{x}, \quad \{P_{0\theta}\}
\]

where

\[
h(\hat{x}) := \int_{\text{supp}(g)} f(x, \hat{x}) \, dx,
\]

\[
f(x, \hat{x}) := \arg \left\{ \min_{f(x, \hat{x})} \mathbb{E}_f^f [d(\varphi^\sharp(x|\theta), \varphi(\hat{x}|\theta))] \text{ subject to } \mathcal{I}(g(x); h(\hat{x})) \leq \kappa \right\},
\]

\[
g(x) \text{ is given}.
\]

For a given \(\theta\), objective function \(\varphi^\sharp(\cdot)\) by construction weakly envelops \(\varphi(\cdot)\) from above. Distortion function may be chosen with the purpose of producing objective function approximation in the sense of \(L^p\) norm (to power \(p\)):

\[
d(\varphi^\sharp(x|\theta), \varphi(\hat{x}|\theta)) = ||\varphi^\sharp(x|\theta) - \varphi(\hat{x}|\theta)||_p = ||\varphi^\sharp(x|\theta) - \varphi(\hat{x}|\theta)||_p = d(x, \hat{x}). \quad (J.1)
\]

It is zero at partitions of \(\text{supp}(g(x)) \times \text{supp}(h(\hat{x}))\) such that \(\varphi^\sharp(x|\theta) = \varphi(\hat{x}|\theta)\), and
positive otherwise. Pointwise, non-integrated approximation error for $p = 2$ equals

$$d(x, \hat{x}) = |\varphi^\sharp(x|\theta) - \varphi(\hat{x}|\theta)|^2 =$$

$$= \left| \varphi^\sharp(x|\theta) + \frac{\partial \varphi^\sharp(x|\theta)}{\partial x^T}(\hat{x} - x) + o(|x - \hat{x}|) - \varphi^\sharp(x|\theta) \right|^2 =$$

$$= \left( \frac{\partial \varphi^\sharp(x|\theta)}{\partial x^T}(\hat{x} - x) + o(|x - \hat{x}|) \right)^2. \quad (J.2)$$

Thus, in regions with “large” $\partial \varphi^\sharp(x|\theta)/\partial x^T$, values of $\hat{x}$ “far” from $x$ will be penalized and ensured as “low” probability mass $f(x, \hat{x})$ as possible.

The generalized optimization problem can be expressed more condensly by defining a non-linear (information-processing capacity) “constrained expectations” operator

$$E^{K,p} \left[ \varphi^\sharp(x|\theta) \right] := E^h \left[ \varphi(\hat{x}|\theta) \right] \text{ s.t. } h(\hat{x}) := \int_{\text{supp}(g)} f(x, \hat{x}) \, dx,$$

$$f(x, \hat{x}) := \arg \left\{ \min_{f(x, \hat{x})} E^f \left[ d(\varphi^\sharp(x|\theta), \varphi(\hat{x}|\theta)) \right] \right\},$$

s.t. $I(g(x); h(\hat{x})) \leq \kappa$, \quad (J.3)

Then, in place of solving

$$\max_{\theta} E^g \left[ \varphi^\sharp(x|\theta) \right],$$

we say that we are solving

$$\max_{\theta} E^{K,p} \left[ \varphi^\sharp(x|\theta) \right].$$

Original optimization problem is a special case of the generalized formulation. For any $g(x)$ such that $E(g(x)) < \infty$, there exists $\kappa^\sharp < \infty$ such that for any $\kappa \geq \kappa^\sharp$ and any chosen norm $L^p$ (to power $p$), we have $\mathcal{P}_{\theta I} \iff \mathcal{P}_\theta$, i.e.

$$\max_{\theta} E^{K,p} \left[ \varphi^\sharp(x|\theta) \right] \iff \max_{\theta} E^g \left[ \varphi^\sharp(x|\theta) \right]. \quad (J.4)$$
K.1 Alternative approaches to resolution

In addition to rather agnostic approach based on the robustness argument, which is actually taken in the dissertation, there are alternative ways of dealing with the dilemma.

One obvious method to resolve it would be to appeal to a fixed-point argument and use optimal allocations, in equilibrium leading to the use of net supplies of each tree as corresponding shares. But this would require (i) iterative updating of shares and of the distortion function, imposing unrealistic information processing demands (or continuous updating with some analogue of abstract formal symbolic-like calculations); or else (ii) making “schizophrenic” assumptions about the agent’s information set: that he knows (nominal) net supplies before making allocation choices that will affect market prices and thus net supplies, but does not use that knowledge about net supplies to back out optimal allocations directly, without the need for any optimization (dismissing this last criticism by assuming our representative agent is formed by a continuum of identical agents is possible only if the latter are not aware of their identicality). Another alternative would be to use agent’s previous-period holdings as shares; but in a stationary problem like ours this suffers from the same criticism of “schizophrenia” as the previous approach.

In the interest of completeness, §K.2 shows that the iterative/continuous updating approach yields results qualitatively similar to (in some sense actually a degenerate version of) those stemming from a more agnostic approach taken in the main body of the dissertation.
K.2 Iterative/continuous updating approach

Here we sketch the core features of the solution to feasible consumption and portfolio choice problem $P_{QI}$ with the corresponding informational sub-problem based on the distortion function from Proposition 3.1 in its unaltered form.

Right away, Propositions 3.2, 3.3 and 4 become redundant. As a result, so does Proposition C.1.

Next, Proposition 5 is modified in the following way. For random vector $r_{t+1} \sim \mathcal{N}(\mu_r, \Sigma_r)$, specific solution to the informational problem takes the form (note the absence of the boundary solution case)

$$f(\omega_t^T r_{t+1} | \omega_t^T \hat{r}_{t+1}) = (2\pi)^{-\frac{1}{2}} |\lambda|^{-\frac{1}{2}} \exp \left( -\frac{(\omega_t^T (r_{t+1} - \hat{r}_{t+1} + \mu_r))}{2(\lambda/2)} \right), \quad \forall \hat{r}_{t+1} \in \mathbb{R}^K,$$

resulting in decomposition

$$\omega_t^T r_{t+1} = \omega_t^T \hat{r}_{t+1} - \omega_t^T \mu_r + \epsilon_{r,t+1},$$

also producing

$$\omega_t^T \Sigma_r \omega_t = \omega_t^T \hat{\Sigma}_r \omega_t + \Psi_r,$$

where

$$\epsilon_{r,t+1} \sim \mathcal{N}(0, \Psi_r), \quad \Psi_r = \frac{\lambda}{2},$$

$$\omega_t^T \hat{r}_{t+1} \sim \mathcal{N}(\omega_t^T \hat{\mu}_r, \omega_t^T \hat{\Sigma}_r \omega_t), \quad \omega_t^T \hat{\Sigma}_r \omega_t = \omega_t^T \Sigma_r \omega_t - \Psi_r;$$

$$\lambda = 2e^{-2\kappa |\omega_t^T \Sigma_r \omega_t|}.$$

Or more conveniently (signifying Moore–Penrose pseudo-inverse and pseudo-determinant in the sense of the product of all non-zero eigenvalues with + superscript and subscript,
respectively),

\[ f(r_{t+1} | \hat{r}_{t+1}) = (2\pi)^{-\frac{K}{2}} |\Psi_r|^{\frac{1}{2}} \exp \left( -\frac{1}{2} (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r)^\top \Psi_r^+ (r_{t+1} - \hat{r}_{t+1} + \hat{\mu}_r) \right), \]

resulting in decomposition

\[ r_{t+1} = \hat{r}_{t+1} - \hat{\mu}_r + \epsilon_{r,t+1}, \]

also producing

\[ \Sigma_r = \hat{\Sigma}_r + \Psi_r, \]

where

\[ \epsilon_{r,t+1} \sim \mathcal{N}(0, \Psi_r), \quad \Psi_r = \frac{\lambda}{2} (\omega_t \omega_t) - 2 \omega_t \omega_t^\top, \]

\[ \hat{r}_{t+1} \sim \mathcal{N}(\hat{\mu}_r, \hat{\Sigma}_r), \quad \hat{\Sigma}_r = \Sigma_r - \Psi_r; \]

\[ \lambda = 2e^{-2\kappa} \omega_t^\top \omega_t |\Sigma_r|. \]

(Note that

\[ |\omega_t^\top \Sigma_r \omega_t| \lessgtr \omega_t^\top \omega_t |\Sigma_r| \]

in general, as can be easily shown using Rayleigh–Ritz theorem, and hence \( \lambda \) multipliers above are different for the same values of \( \kappa \). In short, this stems from the fact that differential entropy is not invariant to transformations such as rescaling of random variables involved.) This latter, more convenient formulation implies a rank-one matrix \( \Psi_r \), so that elements of vector \( \epsilon_{r,t+1} \) are perfectly correlated (random vector \( \epsilon_{r,t+1} \) is then said to have singular Normal distribution). It is also noteworthy that, counter to intuition, elements of approximation error variance-covariance matrix \( \Psi_r \) that correspond to bigger components of \( \omega_t \) are relatively larger and, hence, respective approximation precisions are smaller.
Finally, Proposition 2 in its part applicable to interior solution case holds without change, i.e. subjective correlations between elements of $\mathbf{r}_{t+1}$ are inflated versions of their objective counterparts (as can be seen from the direction of change of generic correlation coefficient $\hat{\rho}_{r,kl}$ for $k, l \in \{1, \ldots, K\}$ when $\lambda$ increases).

Solution to consumption and investment sub-problem is adjusted inasmuch as to account for changes in $\hat{\Sigma}_r$.

To summarize, the main features of the solution under iterative/continuous updating approach are similar to those based on the robustness argument. Solutions to informational sub-problem have the same broad form, which in turn determines the extent of differences to the solutions to consumption and investment sub-problems, and key results such as categorization hold under both approaches.
Another alternative way of implementing variance counter-adjustment is variance-covariance matrix “shrinkage”, which involves shrinking it towards some “well-behaved” target matrix, or equivalently shrinking the variance-covariance matrix’s eigenvalues in desired direction in the sense of Stein (see Stein, 1956; James and Stein 1961). From the perspective of our approach, such shrinkage can also be interpreted as an attempt to recover the original variance-covariance matrix $\Sigma_r$ from simplified matrix $\hat{\Sigma}_r$.

In terms of notation used here, a popular method of Ledoit and Wolf (2004a) uses as shrunk and thus regularized variance-covariance matrix $((1 - \alpha)\hat{\Sigma}_r + \alpha \eta I_K)$, for $\alpha \in [0, 1]$ and some positive constant $\eta$; note that replacing $\eta I_K$ with $(\hat{\Sigma}_r + \alpha^{-1} \Psi_r)$ would recover $\Sigma_r$ precisely. While Jagannathan and Ma (2003) use instead $(\hat{\Sigma}_r + \Upsilon_r)$ for some reduced-rank matrix $\Upsilon_r$; again, replacing $\Upsilon_r$ with $\Psi_r$ would recover $\Sigma_r$ exactly.

Conventional rationale for shrinkage is regularizing eigenvalues by squeezing them together (reducing the largest and amplifying the smallest ones), which improves matrix conditioning and makes easier its inversion and hence usage in, say, portfolio optimization. There is an established result in random matrix theory that eigenvalues of sample variance-covariance matrix are overdispersed: the largest sample eigenvalue asymptotically overestimates the largest population eigenvalue, and the smallest sample eigenvalue underestimates its population counterpart. This result is based on Marchenko-Pastur and Wigner’s semicircle distribution laws, for reference see Stein (1975 or 1986) and Johnstone (2001), also see Ledoit and Wolf (2013).

Note that Proposition 4 implies an increase in the condition number (defined as the ratio of the largest and the smallest eigenvalues) for matrix $\hat{\Sigma}$ relatively to the condition number of $\Sigma$. The parallel between simplified variance-covariance matrix that we obtain and the sample variance-covariance matrix tackled in random matrix theory is interesting in its own right.
(In the interest of completeness, practical applications have extended Stein-type shrinkage also to estimates of the mean (Jorion, 1985; 1986), which resonates with our earlier arguments regarding mean adjustment.)
Our treatment is general enough to also account for information processing performed with the aid of machines.

When presenting in part §2.2 (together with §G) the process of decision-making under risk that underlies our framework, we illustrated the reduction of probability distribution’s entropy by amalgamation of several low-probability rare events into one, as well as by complete omission of events not observed in sample. The algorithm discussed there also focused on mental computations as the practical implementation of information processing we are concerned about.

However, we can push this logic further and argue that it also holds for machine-aided computations. For example, this is trivially true when the costs—in terms of information processing capacity demands—of formalization and coding machine instructions are proportional to entropy of the distribution concerned (as was the case with mental computations). (Such a proportional relationship can be established by way of renowned Solomonoff-Kolmogorov-Chaitin complexity notion (see Rissanen, 2007), e.g. employing the arguments of Leung-Yan-Cheong and Cover (1978).) Therefore, the same algorithm of §G applies to real-world situations in which machine-computing technologies are used heavily. The only technical difference pertains to implementation and interpretation: while in the case of mental computations the most natural information processing “bottleneck” is working memory, or perhaps the computation of optimal decision, in the case of machine computations it is the summarization of given information, i.e. expressing everything in unambiguous formal language (which, as a matter of fact, admits “back-of-the-envelope” approximations, but precludes “hand-waving”). The operational outcome of extending our logic to account also for machine computations again boils down to reduction in the entropy of the probability distributions used, because the high-entropy true distribution has to be simplified to become amenable for being coded up.
In this sense of machine-aided information processing, a computationally cheap way of summarizing a complex true probability distribution that saves on formalization and coding costs is using observed sample data, which thus serve as a simplified distribution. (Supposing subsequent mental computations above and beyond that, “low” information processing capacity \( \kappa \) would require further simplification of the sample distribution, as well as further compensating mean-adjustment.)

If (representative) investor was the leading example of an agent using mental computations, an econometrician processing sample data is the most intuitive way of thinking about an agent that uses machine computations. The corresponding effective information processing capacity \( \kappa \) is then easiest understood as effective capacity of an econometrician, rather than as effective capacity of investor relying exclusively (i.e., no more and no less) on sample data. Indeed, econometricians usually utilize sample distribution as is without imposing any (pessimistic) adjustments to the mean, in contrast to (optimally behaving) investors. This fits perfectly into our formal framework (although not contemplating it ex ante, econometrician’s behavior nevertheless falls under its logic ex post): according to Proposition 3.1, optimal magnitude of mean adjustment is measured from the origin point of zero wealth shares invested in risky assets \( \omega_t \), with said point implying matching expected values of returns and at the same time presenting a sensible way to think about an impartial non-market-participating econometrician.
REFERENCES


Berger, Toby. (1971) Rate-distortion Theory: A Mathematical Basis for Data Compression,


170


171


176


metricala, 82 (6): 2257–2294.


