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ABSTRACT

This thesis is comprised of three major projects of my research. In the first project, I proposed a nanoparticle model and combined it with the Theoretically Informed Coarse Grained (TICG) model [2] for pure polymer systems and the grand canonical slip springs model developed in our group to build a new model for entangled nanocomposites. With Molecule Dynamics (MD) simulation, I studied the mechanic properties of the nanocomposites, for example the influence of nanoparticles size and volume fraction on entanglements, the diffusion of polymers and nanoparticles, and the influence of nanoparticles size and volume fraction on viscosity et al. We found that the addition of small-size nanoparticles reduces the viscosity of the nanocomposites, which is in contrary to what Einstein predicted a century ago. However, when particle increases its size to micrometers the Einstein predictions is recovered. From our simulation, we believe that small-size nanoparticles can more effectively decrease the entanglements of nanocomposites than larger particles. The free volume effect introduced by small-size nanoparticles also helps decrease the viscosity of the whole system. In the second project, I combined the Ohta-Kawasaki (OK) model [3] and the Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) to optimize the block copolymer blends self-assembly in the hole-shrink process. The aim is to predict the optimal composition and the optimal surface energy to direct the block copolymer blends self-assembly process in the confined hole. After optimization in the OK model, we calibrated the optimal results by the more reliable TICG model and got the same morphology. By comparing different optimization process, we found that the homopolymers which are comprised of the same monomers as either block of the block copolymer can form perfect perforated hole and might have better performance than the pure block copolymer. While homopolymers which are comprised of a third-party monomers have negative effects on forming the perforated hole regardless of the composition and the surface energy. In the third project, We applied the OK model and the CMA-ES algorithm to optimize the combined outcome of particular substrate-copolymer combinations, and we arrived at an efficient method for design of substrates leading to nontrivial desirable outcomes.
CHAPTER 1
INTRODUCTION

1.1 Homopolymer and Block Copolymer

Monomers are structure repeating units of a polymer that are connected to each other by covalent bond. [4] Homopolymer is produced by polymerizing the same type of monomers into a macromolecule. Though homopolymers are made from the same monomers, they might differ by their micro-structures, degree of polymerization or architecture. As monomers are linked together in different degrees of polymerization and different architectures, the physical properties of molecules are different. For example, the boiling point and the melting point increase rapidly with the number of backbone bones. Another example is that the high degree of polymerization usually leads to a high degree of crosslinking, which can form a macroscopic molecule, called a polymer network. The properties of networks make them useful as soft solids (erasers, tires) in rubber industry. In this work, the homopolymers we focus on are linear polymer and have the same degree of polymerizations for simplicity.

Polymers containing different monomers are called heteropolymers. If the number of monomer types is two, we can also call it copolymers. If copolymers are formed by linking two or three blocks of monomers and two neighboring block doesn’t contain the same type of monomers, we call them diblock copolymers or triblock copolymers respectively. Figure 1.1a) and Figure 1.1b) gives the schematic plot of the diblock copolymer and the triblock copolymer, respectively. The enthalpy of demixing of the constituent parts of the block copolymers leads to microphase separation, while macrophase separation is prevented by the covalent bond between monomers. This enthalpy is proportional to the Flory-Huggins segmental interaction parameter $\chi$, which is found to be inversely proportional to temperature, and is often modeled as $\chi = \frac{A}{T} + B$ [5], where A and B are parameters determined from experiments. Also, the enthalpic penalty is proportional to the degree of polymerization. Thus $\chi N$ is often used as a parameter to model block copolymer. The Ohta-Kawasaki(OK) model use the a similar parameter A to represent
the function of $\chi N$ in the free energy.

Self-Assembly is the process by which disorganized materials spontaneously form certain organized morphologies due to a thermodynamic driving force. As illustrated above, block copolymers can spontaneously self-assemble into ordered morphologies, including spheres, cylinders, lamellar, gyroid microphases. The compositions and the chemical incompatibility together determine which kinds of morphologies it will form [6]. If block copolymers are spin coated and annealed on a carefully prepared substrate, they will follow the chemical pattern on the substrate and self-assemble into ordered morphologies following the underlying substrate. This is called direct self-assembly (DSA).

Directed self-assembly (DSA) technology has received much attention for applications. One of the typical examples is to fabricate bit patterned media and integrated circuits. [7, 8, 9, 10] Traditionally, photolithography, a technique where a beam of light is used to carve a designed pattern onto a photosensitive material, is used in the micro- and nano-electronics fabrication industry. However, the resolution of this technique is limited by the wavelength of the light used. In recent years, as the demand for smaller resolution in these industries, it has become harder to keep up with the trend of electronic device miniaturization with this technique. [11, 12, 13] Block copolymer DSA is easily integrated with current lithographic techniques. It also enables frequency multiplication of the underlying pattern, and can be used to repair defects on the original substrate pattern [6]. Therefore, DSA technology is being considered as one of the most promising options for the next generation of lithography tools. [14, 15]
1.2 Entangled Polymer

When the polymer chains are heavily overlapping and melts with long chains behave as elastic networks at short times, those polymer chains form temporary cross-links or are entangled. One feature of entanglement in long chains is the appearance of a wide region in time where the modulus is almost constant in a stress relaxation (or oscillation shear) experiment. [4] Similar to crosslinked rubbers, this region is referred to as the rubbery plateau and the nearly constant value of the modulus in this plateau regime is called the plateau modulus $G_e$. The average molecular weight of an entanglement strand is called the entanglement molecular weight $M_e$.

The reason behind the plateau in the stress relaxation is the topological constraints that two chains cannot pass through one another. These topological constraints are called entanglements. Edwards [16] showed that the essence of entanglements can be treated using a tube model which mimics the collective constraints of many chains. By utilizing the Edwards tube concept, de Gennes reduced this many-body problem to the motion of a single chain confined to a tube of surrounding chains. The simplest tube model proposed by de Gennes in 1971 for the motion of linear entangled polymers is called the reptation model. [17] . In reptation model, an entangled chain diffuses along the path which has
the lowest constraints, which is called the primitive path. This curvilinear motion of a polymer along its tube satisfies the topological constraints imposed by surrounding chains.

1.3 Nanoparticle

By convention, particles that have diameter between 1 and 100 nanometers are called nanoparticles. Nanoparticles are of great scientific interest as they often possess unexpected properties. For example, gold nanoparticles melt at much lower temperature (∼300°C for 2.5 nm size) than the gold slabs (1064°C). [18] Absorption of solar radiation is much higher in materials composed of nanoparticles than it is in thin films without nanoparticles. Therefore, it has the potential to control solar absorption by tuning the size, shape and materials of nanoparticles in solar thermal industries. [19, 20, 21] Because of those unique properties, nanoparticles are being used for diverse purposes, from medical treatments, industry production such as solar and oxide fuel batteries for energy storage, to wide incorporation into diverse materials of everyday use such as cosmetics or cloth, optical devices, catalytic, bactericidal, electronic, sensor technology, biological labeling and treatment of some cancers. [22]
CHAPTER 2
PARTICLE DYNAMICS IN ENTANGLED POLYMER NANOCOMPOSITES: A COARSE-GRAINED DESCRIPTION

2.1 Abstract

The addition of nanoparticles to polymeric liquids has been shown to influence the mechanical properties of the system unexpectedly. For example, it is observed that nanoscale particles lead to a non-Einstein-like decrease in viscosity. The mechanism behinds such an unexpected decrease in viscosity with the addition of nanoscale particles is not entirely explored. A new particle-based Theoretically Informed Coarse-Grained (TICG) model for entangled nanocomposites is proposed to predict and analyze such decrease in viscosity.

In our study, the unusual change of viscosity partly roots in the increase of the contribution from the stress relaxation function related to the nanoparticles’ core, which relaxes faster compared with the bond-related stress relaxation in the entangled polymers when the size of nanoparticles is small. Another reason for the decrease of viscosity is that the number of entanglements per chain decreases with the introduction of nanoparticles in our model. However, when the size of nanoparticles becomes bigger, the core-related stress correlation would have longer relaxation time, and it can decay even more slowly than the bond-related stress correlation function in loaded nanocomposites. Together with less decrease of entanglements density in composites with large particles, the non-Einstein-like decrease in viscosity could be reversed. Besides the study of the unusual rheology, the diffusion process of the nanocomposites and entanglements are also examined.

2.2 Introduction

The mixing of nanoparticles with polymers to enhance the mechanical properties of the system has been practiced for decades. For example, blending carbon black, zinc oxide and/or magnesium sulfate particles with the vulcanized rubber can be used to prepare
nparicke-tougheneed automobile tires. [23] Reports by researchers also revealed that five-fold increase in the yield and tensile strength of nylon can be achieved by adding mica to it. [24, 25] With the growing availability of nanoparticles, there is surging interest in understanding the mechanisms in which nanoparticles influence the mechanic properties of the materials. One of the mechanic property in the discussion of this work is viscosity.

Micro-sized spherical particles increase the shear viscosity of a pure polymer melt from $\eta_p$ to a value $\eta$ following the Einstein law: \( \frac{\eta}{\eta_p} = 1 + 2.5\phi_{NP} + 6.25\phi_{NP}^2 + O(\phi_{NP}^3) \), where $\phi_{NP}$ is the nanoparticles volume fraction. [26, 27, 28]. However, nanosized particles show much richer behaviors [29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. The viscosity of the nanocomposites can be either reduced or increased by tuning the properties and volume fraction of nanoparticles. There are substantial experiments and simulations work of entangled nanocomposites [39, 40, 41, 42, 43, 44]. Kalathi et al. [39] found in Molecule Dynamics(MD) simulation with Lennard-Jones(LJ) potential that small energetically neutral nanoparticles can significantly reduce the shear viscosity of a polymer melt because the entanglement weight decrease significantly when particle size decreases and the entanglements weight recovers to its bulk value for large particles. Schneider et al. found in experiment that the number of topological chain-chain entanglements decreases with increased nanoparticles loading. Mackay et al. [32] and Tuteja et al. [29, 30, 31] found in experiments that the addition of small-size neutral nanoparticles reduces the viscosity while the entanglements in the polymer melts is unchanged. And after micro-size particles are added into the system, the composites instead show increase of viscosity.

The present work uses a particle based TICG nanocomposites model with slip springs to address the influence of nanoparticles on entangled homopolymers. Similar to the nanoparticle model introduced in Biondo et al. [45], the nanoparticle in our model has excluded volume and also possible grafted brush. However, instead of having the position of the nanoparticles fixed onto the lattice, we let the nanoparticle diffuse according to the equation of motion in our simulation. And we also treat the interactions among nanoparticles and between nanoparticles and polymer beads directly instead of assigning the density of nanoparticles to the space lattice. With this model, we studied the entan-
glements distribution around a single nanoparticle and the impact of loaded nanoparticles on the entanglements of the composites system. We also addressed the diffusion of a single spherical nanoparticle and loaded nanoparticles dissolved in an unentangled and entangled polymer melt. The diffusivity of nanoparticles in entangled polymer melts is strongly dependent on their size and affinity to polymer beads. For nanoparticles smaller than the size of the entanglement mesh, the diffusion of nanoparticles can be described by linear diffusion process. However, for nanoparticles with size comparable to or larger than the entanglement mesh size, non-linear mean-square displacement with power law $t^x$, $x<1$, is observed in the intermediate diffusion region of nanoparticles. The same behavior is supported by the simulation work of other models [46, 47, 48, 49]. We also found that weakly attractive nanoparticles show faster diffusivity than that of completely neutral nanoparticles, which helps nanoparticles escape the 'caging' regions set by entanglement mesh. Then we explored the molecular origin of the Non-Einstein-like reduced viscosity, reported in Mackay et al. [29, 30, 32], in the entangled nanocomposites through direct calculation of the stress correlation function $G(t)$. We found that small nanoparticles reduce the viscosity of a polymer melt due to a reduction in the number of entanglements per chain and the introduction of free volume effects. The number of entanglements per chain is always reduced by the introduction of nanoparticles, regardless of the nanoparticles’ size. Such a decrease of entanglements density is also observed in the theoretical work by Kalathi et al. [50] However, based on the calculation of the core stress correlation function separately we predict that the free volume effect of the small-size particles can decrease the viscosity of entangled nanocomposites, and the free volume effect will reverse in the large nanoparticles and the core stress correlation function have much slower decaying power rate as the particles become large.
2.3 Model

2.3.1 Polymers

We use the theoretically informed coarse-grained (TICG) model to describe polymer melts with a volume $V$ at temperature $T$. The chain is discretized into $N$ beads, with the position of the $s$th bead in the $i$th chain denoted by $\mathbf{r}_i(s)$. This TICG approach takes into account the following properties: the chain connectivity, chemical distinction between unlike monomers, and finite compressibility of the melt. The chain connectivity is given by the bond potential $H_{\text{bond}}[\{\mathbf{r}_i(s)\}]$ in the form of a harmonic spring model

$$
\frac{H_{\text{bond}}[\mathbf{r}_i(s)]}{k_B T} = \frac{3}{2} \sum_{s=1}^{N-1} \frac{[\mathbf{r}(s+1) - \mathbf{r}(s)]^2}{b^2}
$$

(2.1)

where $k_B$ is the Boltzmann constant, $b = \sqrt{R_e^2/(N-1)}$ is the mean-squared bond length, and $R_e$ is the mean-squared end-to-end distance for an isolated chain.

The chemical distinction between unlike monomers and the finite compressibility of the melts are both incorporated into the non-bonded potential $H_{nb}$. This work uses the continuous non-bonded potential which assigns a density cloud $\omega(\mathbf{r})$ to each polymer bead [51]. The non-bonded energy is defined as

$$
H_{nb} = \sum_{j>i} U_{ij,nb}
$$

(2.2)

$$
U_{ij,nb} = \frac{\sqrt{N}}{R_e} [\chi N (1 - \delta_{K_iK_j}) + \kappa N] I(\mathbf{r}_{ij})
$$

(2.3)

$$
I(\mathbf{r}_{ij}) = \int_V \omega(\mathbf{r} - \mathbf{r}_i) \omega(\mathbf{r} - \mathbf{r}_j) \, d\mathbf{r}
$$

(2.4)

where $\delta$ is the Kronecker delta and $K_i$ is A or B, the type of bead $i$. In homopolymers, $i$ and $j$ beads are chemically identical, which makes $\delta_{K_iK_j}$ equal 1. The spherical density cloud function [51] is used in this work for simplicity.
\[
\omega(r) = \begin{cases} 
C & 0 \leq |r| \leq R_{\text{cloud}} \\
0 & R_{\text{cloud}} < |r| 
\end{cases} 
\tag{2.5}
\]

where \( C \) must satisfy the Equation (2.6).

\[N\sqrt{\bar{N}} \int \frac{dr}{R_e^3} \omega(r) = 1. \tag{2.6}\]

The overall potential of the polymer melts is given by

\[\mathcal{H}([r_i(s)]) = \mathcal{H}_{\text{bond}}([r_i(s)]) + \mathcal{H}_{\text{nb}}([r_i(s)]) \tag{2.7}\]

In this work, since what we consider is homopolymers, the Flory-Huggins parameter \( \chi \) is set to be 0.

### 2.3.2 Nanoparticles

The nanoparticle model in this work mimics hard nanoparticles grafted by a dense polymer brush. The core which has an excluded volume and the grafted polymer brush which interacts with surrounding polymers are represented by two potentials: the core potential and the shell potential. The core potential between nanoparticle and polymer is represented by a repulsive potential in the form of Equation (2.8). Likewise, Equation (2.9) accounts for the core potentials among nanoparticles themselves.

\[
\frac{\mathcal{H}_{\text{Core}}^{\text{Core}}(r)}{k_B T} = \begin{cases} 
A\{(\frac{|r|^2}{R_C} - 3|r|) + 2R_C + \frac{d_s}{3}\} & 0 \leq |r| \leq R_C \\
A(1 - \frac{|r| - R_C}{d_s})^3 \frac{d_s}{3} & R_C < |r| \leq R_C + d_s \\
0 & R_C + d_s < |r| 
\end{cases} 
\tag{2.8}
\]
A is the coefficient controlling the strength of the core and \( d_s \) is the buffer region which ensures the continuity of the derivative of force, the force and energy. \( R \) is the distance from the center of the core to the surface of the grafted brush. For simplicity, we assume \( R = R_C + 0.07R_e \) and \( d_s = 0.05R_e \) if \( R_C \geq 0.18R_e \). When \( R_C < 0.18 \) we set \( R = R_C + 0.04R_e \) and \( d_s = 0.02R_e \). Since in experiments, the grafted chains in also counted in the calculation of nanoparticles volume fraction, we use \( R \) to calculate the volume of a nanoparticle, where \( V_{NP} = \frac{4}{3}\pi R^3 \). In our study, \( A \) equals 320, which is strong enough to prevent the polymer beads from entering the core of the nanoparticle. In Figure 2.1, we compare our core potential in Equation (2.8) with the repulsive shift-force and shift-energy Lennard-Jones(LJ) potential in the following form:

\[
\mathcal{H}_{n2p}^{Core}(r) = \begin{cases} 
A\{(|r|^2/R_C + R - 3|r|) + 2*(R_C + R) + \frac{d_s}{3}\} & 0 \leq |r| \leq R_C + R \\
A(1 - \frac{|r|-R_C-R}{d_s})^3\frac{d_s}{3} & R_C + R < |r| \leq R_C + R + d_s \\
0 & R_C + R + d_s < |r| 
\end{cases}
\]

where \( \epsilon_{NP} \) is the tuning parameter to adjust the strength of the LJ potential. Though the form of \( \mathcal{H}_{n2p}^{Core}(r) \) is soft when compared with the LJ potential in equation (2.8) and (2.9), it has its unique advantages. In Figure 2.1a), we compare the value of the \( \mathcal{H}_{n2p}^{Core}(r) \) with the value of \( \mathcal{H}_{n2p}^{LJ}(r) \) in the region close to the center of the core. \( \mathcal{H}_{n2p}^{Core}(r) \) has higher energy than \( \mathcal{H}_{n2p}^{LJ}(r) \) in the region close to the surface of nanoparticles. Therefore, \( \mathcal{H}_{n2p}^{Core}(r) \) is more effective in repelling the polymer beads out of the nanoparticles while maintaining low energy inside the nanoparticles core (\( r < 0.1R_e \)). Figure 2.1a) gives the radial distribution function of the nanoparticles to polymer beads \( g_{n2p} \). In Figure 2.1b), the LJ potential can keeping the polymer beads out of the core only if \( \epsilon_{NP} \) is very large. However, when \( \epsilon_{NP} \) is larger than 2, the polymer beads occasionally would enter the
region where the LJ force is large, and the slope of the LJ energy is steep, which would make the simulation unstable. The large force of the $H^{LJ}_{2p}(r)$ kicks the polymer beads thousands of $R_e$ away, which increases the workload of periodic boundary conditions handling in the simulation tremendously. Our test shows that when $\epsilon_{NP}$ is larger than 2.0, the simulation becomes extremely slow. Therefore, we do not give the result of $g_{n2p}$ when $\epsilon_{NP}$ is greater than 2.0.

![Figure 2.1](image.png)

Figure 2.1: $R_C = 0.18 R_e$. a) The black, red, green and blue curves come from the LJ potential in the Equation (2.10) and the magenta curve comes from the Equation (2.8). b) Radial distribution function($g_{n2p}$) which measures the density of polymer beads surround one single nanoparticle. The core potentials originate from the same equations as in a).

Besides the core potential, a continuous potential describing the shell chemical interaction with polymer beads is added to the surface of the core in the form of the following:

$$
\frac{H^{Shell}_{n2p}(r)}{k_BT} = \begin{cases} 
0.0 & 0 \leq |r| < 2R_C - R \\
\Lambda_S(-2(\frac{|r|}{R-C})^3 - 3(\frac{|r|}{R-C})^2 + 1) & 2R_C - R < |r| \leq R_C \\
\Lambda_S(2(\frac{|r|}{R-C})^3 - 3(\frac{|r|}{R-C})^2 + 1) & R_C < |r| \leq R \\
0.0 & R < |r| 
\end{cases}
$$

(2.11)

where $\Lambda_S$ is the parameter controlling the affinity of polymer beads to the nanoparticles, and can be positive or negative. Positive $\Lambda_S$ means that polymer beads are repulsive to the nanoparticles, and negative $\Lambda_S$ means that polymer beads and nanoparticles are
attractive to each other.

The overall core potential in the system is given by:

\[
H_{hc} = \sum_{i=1}^{nN} \sum_{j=1}^{nNP} H_{n2p}(r_i^{\text{bead}} - r_j^{NP}) + \sum_{i=1}^{nNP-1} \sum_{j=i+1}^{nNP} H_{n2n}(r_i^{NP} - r_j^{NP})
\]  

(2.12)

\[
H_{n2p}(r) = H_{n2p}^{\text{Core}}(r) + H_{n2p}^{\text{Shell}}(r)
\]

(2.13)

\[
H_{n2n}(r) = H_{n2n}^{\text{Core}}(r)
\]

(2.14)

where \( r_i^{\text{bead}} \) is the position of the \( j \)th polymer bead and \( r_j^{NP} \) is the position of the \( j \)th nanoparticle. The force or energy associated with equations (2.8),(2.9) and (2.11) is denoted by 'hc'. Figure 2.2 gives a schematic of the nanoparticle in our model and the potential \( H_{n2p}(r) \) in the case of the attractive nanoparticle with \( R_C = 0.18 R_e \).

Figure 2.2: a) The schematic of the nanoparticle model defined in Equation 2.8 and Equation 2.11. b) The core potential and shell potential with parameters: \( R_C = 0.18 \) \( R_e \), \( R = 0.25 R_e \), \( \Lambda_S = -2.0 \), \( A = 320 \) and \( d_s = 0.02 R_e \).

Figure 2.3 gives an illustration of the nanoparticles in entangled nanocomposites. And we also plot the radial distribution function between nanoparticles to nanoparticles in the neutral nanocomposites and attractive nanoparticles, with \( \Lambda_S = 0.0 \) and \( \Lambda_S = -2.0 \), respectively.
2.4 Molecule Dynamics

2.4.1 Brownian Dynamics

After established the TICG model for nanocomposites, the next thing is to define the equations governing the temporal evolution of the system. We have considered both the Dissipative Particle Dynamics (DPD) and Brownian Dynamics (BD) as the potential integration method. The DPD method has the advantage of conserving momentum, which is important when the hydrodynamics plays an important role. Several reports have highlighted the importance of DPD thermostats in non-equilibrium flows. \[52, 53\]

However, our calculation shows that the DPD method is unable to capture some short time dynamical properties, especially the stress relaxation function, when the harmonic bond potential is dominant, which is exactly the case of our model. Details about this can be found in the supplementary materials section of this chapter. For this reason, we choose BD as the integration method in our work since our system does not involve with non-equilibrium flows. The evolution of each polymer bead is governed by the following stochastic differential equations:

\[ \nu_{\text{bead}} \frac{d \mathbf{r}_j(t)}{dt} = \mathbf{f}_j(t)_{\text{bend}} + \mathbf{f}_j(t)_{\text{nb}} + \mathbf{f}_j(t)_{\text{hc}} + \zeta_j(t) \quad (2.15) \]
where $f_j(t)_{\text{bond}}$ and $f_j(t)_{\text{nb}}$ are the intra- and intermolecular forces, which comes from the bond potential and non-bonded potential respectively, acting on particle $j$. The $f_j(t)_{hc}$ is the force associated with nanoparticles acting on the $j^{th}$ bead. The friction coefficient of the polymer beads is denoted by $\nu_{\text{bead}}$, and $\zeta_j(t)$ expresses a random force which satisfies the fluctuation dissipation relation: 
\[
\langle \zeta_{\alpha}(t_1)\zeta_{\gamma}(t_2) \rangle = 2\nu_{\text{bead}}k_B T \delta_{ij} \delta_{\alpha\gamma} \delta(t_1 - t_2),
\]
where $\alpha,\gamma \in x,y,z$. The random force is drawn from the Gaussian distribution with the mean of zero and variance: $2\nu_{\text{bead}}k_B T$.

The evolution of the $j^{th}$ nanoparticle is governed by a slightly different stochastic differential equation:

\[
\nu_{NP} \frac{d\mathbf{r}_j(t)}{dt} = f_j(t)_{hc} + \zeta_j(t) \quad (2.16)
\]

The only force governing the motion of nanoparticles is the core interaction in Equations (2.8), (2.9) and (2.11). The fluctuation dissipation relation $\langle \zeta_{\alpha}(t_1)\zeta_{\gamma}(t_2) \rangle = 2\nu_{NP}k_B T \delta_{ij} \delta_{\alpha\gamma} \delta(t_1 - t_2)$, should still be satisfied. The variance of the Gaussian force is $2\nu_{NP}k_B T$, in which $\nu_{NP}$ follows the Stokes-Einstein relation $D = \frac{k_B T}{\eta \pi \eta R}$, where $\eta$ is the viscosity, $f = 4$ or 6 for slip or stick boundary conditions and $R$ is the radius of the nanoparticle. With Einstein relation $D = \frac{k_B T}{\nu_{NP}}$, we can get the linear relation between $\nu_{NP}$ and $R$: $\nu_{NP} \sim R$. Therefore, we can estimate the friction coefficient of nanoparticles through the relation $\nu_{NP} = \nu_{NP}^0(\eta)R/R^0$ in the short time interval $dt$. The $\nu_{NP}^0 = 50\nu_{\text{bead}}$ and $R^0 = R_e$ is set in the simulations of this work. The rationale behind our choice of $\nu_{NP}^0$ is that the nanoparticles should diffuse slower than the polymer beads but faster enough so that we can observe apparent ‘caging’ effect in Figure 2.7. Too large $\nu_{NP}^0$ will make the nanoparticles diffuse extremely slow, and it will take too much time for the nanoparticles to diffuse out of the intermediate region, which is characterized by the mesh size formed by entanglements.

The stochastic differential Equations (2.15 and 2.16) are solved with the Euler integration algorithm. $\tau_0 = l_0^2/D_0$, where $D_0 = k_B T/\nu_{\text{bead}}$, rescales the time in the simulation. The physical meaning of $\tau_0$ is the time that a bead takes to diffuse the reference length scale $l_0$, where $l_0$ is chosen as $l_0 = R_e$ in this work. $D_0 = k_B T/\nu_{\text{bead}}$ is the diffusion constant and the rescaled time is given by $t^* = t/\tau_0$. $\Delta t^* = 2 \times 10^{-4}$ is used in this work.
to integrate the equations of motion. The following results are all presented in rescaled units.

### 2.4.2 Mean-Square Displacement

Mean-square displacement is one of the most common ways to characterize the equilibrium dynamical behavior. The bead’s mean-square displacement, $g_1(t)$, is defined by

$$g_1(t) = \langle |r(t) - r(0)|^2 \rangle$$

where the angle brackets indicate ensemble average. The polymer chains also have the mean-square center-of-mass displacements, $g_3(t) = \langle |r_{cm}(t) - r_{cm}(0)|^2 \rangle$, to describe diffusion of the polymer chains. Similar to the Equation (2.17), we use $g_2(t) = \langle |r(t) - r(0)|^2 \rangle$ to characterize the dynamics of nanoparticles, where $r$ denotes the position of nanoparticles instead of polymer beads.

### 2.5 The Grand Canonical Slip-Springs Model for Entanglements

The pure TICG model as described above relies on soft interactions between polymer beads. These polymer beads can cross each other, which doesn’t exhibit any phenomenon of entanglements (the plateau in the stress relaxation for example). The major breakthrough in the theory of entangled polymers is the Edwards’ tube model of entangled polymer networks. In tube model, the transverse motion of a polymer is restricted by the surrounding chains. Each polymer reptates effectively in a tube-like region. However, our description of the entanglements is not based on tubes. We use the concept of slip springs(SS) to force the reptation motion of polymers.

In our implementation of the slip springs, slip springs exist in pairs. Each pair of slip springs consist of two rings, which are attached to different polymer beads belonging to different chains. The slip springs move only along the polymer chains and are deleted only when the slip springs move out of the chain ends.
The slip springs are introduced in the grand canonical ensemble. Instead of fixing the number of slip springs in the simulation, we allow the number of slip springs to fluctuate around the local equilibrium number, which is dependent on the fugacity parameter $\beta$ and the local density of polymer beads $\rho(r)$ . With fixed density, lower $\beta$ means lower equilibrium slip springs number. The dynamics of the polymers and slip springs are updated simultaneously in a hybrid scheme. After every time interval $\tau_{ss}$ of the integration process, slip springs are updated in the system in the grand canonical ensemble. The time interval $\tau_{ss}$ governs the entanglements effect of the slip springs. The larger $\tau_{ss}$ means the slip springs are updated less frequently. When the $\tau_{ss}$ is infinite, which means the slip springs is never updated, the polymer chains would form cross-link network.

The slip-spring potential is modeled by a harmonic spring potential, with energy given by

$$\mathcal{H}_{ss} = \frac{N_{ss}}{k_BT} \sum_{k=1}^{N_{ss}} \frac{u_{ss}(r_k)}{k_BT} = \frac{3}{2} \sum_{k=1}^{N_{ss}} \frac{r_k^2}{b_{ss}^2}$$

where $r$ is the distance between two ends of the slip spring pair. $N_{ss}$ is the instantaneous total number of pairs of slip springs in the system. The instantaneous total number of slip springs in the system is $2N_{ss}$. $b_{ss}$ characterizes the average length of the slip springs.

The next step is to define algorithms governing the evolution of slip springs. After every time interval $\tau_{ss}$, with the probability of $\frac{N_{ss}}{2+\sqrt{N_{ss}}} \beta$ we choose to displace a randomly chosen slip spring. Otherwise, with the probability of $\frac{2}{2+\sqrt{N_{ss}}} \beta$ we choose the add a slip spring to a random chain end, which shouldn’t be occupied by another slip spring. The updating process is repeated $(N_{ss}+2n)$ times in one updating session, where $n$ is the number of chains in the nanocomposites.

In the displacement updating session, a random end of a randomly chosen slip spring is moved discretely to the neighboring beads if the slip spring end does not attempt to move out of the chain. This displacement move is accepted with Metropolis criterion $P_{accept}(r \rightarrow r') = \min(1,e^{-\frac{u_{ss}(r')-u_{ss}(r)}{k_BT}})$, where $u_{ss}(r')$ is the slip spring energy in the new position and $u_{ss}(r)$ is the slip spring energy in the old position. If the slip spring moves
out of the chain end, that slip spring will be destroyed with probability \( \min(1, \frac{4.0 N_{ss}}{nN\beta^2 W}) \), where \( W \) is the Rosenbluth factor calculated based on the local density. The formula of \( W \) is given by:

\[
W = \sum_{\text{bead } i} \frac{e^{u_{ss}(r_i)/k_BT}}{W}
\tag{2.19}
\]

where \( i \) is the \( i \)th bead which hasn’t been occupied by any slip spring within the cut of radius \( r^{ss}_c \), where \( r^{ss}_c \) is the maximum length of a slip spring the slip-spring creating process can create. The other end of original slip spring, which is not attached to the polymer chain end, in the deleting process is also considered as an unoccupied bead in Equation (2.19) in order to satisfy the detailed balance restriction. In our simulation, we set \( r^{ss}_c = 2.5b_{ss} \). If the length of the original slip spring is larger than \( r^{ss}_c \), the slip spring would not be deleted because no slip-spring-creating process in our simulation cannot create the slip spring with the length larger than \( r^{ss}_c \). If the slip spring is not deleted when it tends to move out of the chain end, it would be kept unchanged at the chain end.

In the creating session, a random chain end which is not occupied by another slip spring is chosen to add one end of a slip spring on. If the chain end has already been occupied, the creating process will end immediately. If the end is empty, with probability \( e^{u_{ss}(r_m)/k_BT}/W \) a random bead denoted \( m \) within the distance of \( r^{ss}_c \) around the chain end is chosen as the candidate for the other end of the slip spring. The \( W \) is the Rosenbluth factor calculated by summing \( e^{u_{ss}/k_BT} \) of all possible beads within the cut of radius \( r^{ss}_c \), which is shown in Equation (2.19). Then, with the probability \( \min(1, \frac{nN\beta^2 W}{4e(N_{ss}+1)}) \) the slip spring pair will be added on the chain end and the chosen \( m \) bead. In equilibrium, the average number of slip springs per chain in pure entangled homopolymer melts should be given by \( \langle Z \rangle = (N\beta W+1)/(\beta W+1)-1 \). Figure 2.4 gives the comparison of the average number of slip springs per chain in simulation and the corresponding theoretical value from the single chain theory by Schieber [54].
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Figure 2.4: The average number of slip springs per chain in simulation and the corresponding theoretical value. The theoretical value is calculated with the following formula: \( \langle Z \rangle = (N\beta W+1)/(\beta W+1)-1. \)

With the introduction of slip springs, the BD equation of motion in Equation (2.15) will be altered in the following form

\[

\nu_{\text{bead}} \frac{d\mathbf{r}_j(t)}{dt} = f_j(t)_{\text{bond}} + f_j(t)_{\text{nb}} + f_j(t)_{\text{ss}} + f_j(t)_{\text{hc}} + \zeta_j(t) \tag{2.20}

\]

The meaning of the previous terms in this equation is the same as in Equation (2.15), except that we have now added a new term \( f_j(t)_{\text{ss}} \), which is the forces associated with the slip-spring that affect the motion of the \( j^{th} \) bead. The analytical expression of \( f_j(t)_{\text{ss}} \) can be easily derived from Equation (2.18).

The slip springs introduce an additional attractive potential between the chains, which would lead to 'swelling' of polymer chains in the limit of low polymer concentrations. The low concentration limit, however, is not related to this work because such a system would no longer be entangled. To exactly compensate for the additional attractions introduced by slip springs, a compensating potential is in need to cancel the effect of the slip-springs on the thermodynamics. Chappa et al.[55], for example, have deduced a functional form of that potential which can be shown in the form of \( v_{\text{eff}}(r) = Ck_B T e^{-u_{\text{ss}}(r)/k_BT} \), where \( C \) is a constant and \( r \) is the distance between polymer beads. Uneyama and Masubuchi[56]
also have introduced similar compensating potential to compensate the effects of slip springs. In the systems of this work, the structure and thermodynamic properties are found to be unaltered by the introduction of the slip springs. The results presented in this work do not include the compensating potential.

2.6 A Single Nanoparticle System

2.6.1 Radial Distribution Function

First, we study the influence of a single nanoparticle on the local structure of the polymer melts and the slip springs. The system is set up with entangled homopolymer ($\beta = 1/160$, $N = 32$ and $\sqrt{N} = 96.41$) and a single nanoparticle with different radii. The average number of slip springs per chain is approximately 6.43. In Figure 2.5a) we compute the radial distribution function of the polymer bead surrounding the nanoparticle: $g_{n2p}(r)$ and the radial distribution function of the slip springs surrounding the nanoparticles: $g_{n2s}(r)$. Four sizes of nanoparticles are explored. By comparing the $g_{n2p}(r)$ and the $g_{n2s}(r)$, we can notice that the relative density of the slip springs is lower than the relative density of the polymer beads in the vicinity of all sizes of nanoparticles. It means that the polymer chains are less entangled in the region close to the nanoparticle surface than in the bulk. One possible explanation could be that the Rosenbluth number $W$ in the vicinity of nanoparticles surface is lower than the $W$ in the bulk because the existence of the nanoparticles reduces the number of possible sites to create the slip springs on. For large nanoparticles, the depletion layer where the density of the polymer beads is lower than that in the bulk also decrease the $W$ surrounding the nanoparticles. The depletion layer is a result of the entropy effects as polymer chains have more possible conformations in the bulk than that in the vicinity of the nanoparticle surface, which leads to lower density of polymers surrounding large nanoparticles. By Dividing $g_{n2s}(r)$ by $g_{n2p}(r)$, we can get the radial distribution probability function: $Pr_{ss}(r)$, which is plotted in Figure 2.5 b). The physical meaning of $Pr_{ss}(r)$ is the relative probability for a polymer bead to get entangled compared with the probability of being entangled in the
bulk. Figure 2.5 indicates that large nanoparticles have a stronger effect to get the polymer chains unentangled in the vicinity of the nanoparticle surface than the small nanoparticle. One of the possible reasons could be that the large nanoparticle has a stronger depletion layer than that of small nanoparticles which reduces the density of polymer beads. The other reason is that the large nanoparticle can decrease the $W$ by occupying more volume, which otherwise could be spots for adding slip springs. Since a small single nanoparticle has less volume and less depletion effect, the probability of creating slip springs would be much higher.

Figure 2.6a) gives the radial distribution function of polymer chain ends surround a single nanoparticle: $g_{n2e}(r)$ and Figure 2.6b) gives the distribution of slip springs along the chain in the vicinity of the single nanoparticle. In Figure 2.6a), unlike $g_{n2p}(r)$, the chain ends distribute much more homogeneously outside the nanoparticles and no significant depletion layer is observed in the radial distribution of polymer chain ends $g_{n2e}(r)$ even for large nanoparticles. In Figure 2.6b), we then calculate the distribution of slip springs, which are close to the surface of the single nanoparticle, along the chains. The $x_{ss}/N$, which is the relative position of a slip spring along the chain, is recorded only if they are within the distance of $R_C + 0.1R_e$ to the center of the nanoparticle in Figure 2.6b). We choose the distance of $0.1R_e$ such that the depletion layer exists in the region of interest. The slip springs still distribute homogeneously within the range of

![Figure 2.5: a) Solid line is $g_{n2p}$ and dashed line is $g_{n2s}$. b) The relative probability radial distribution function: $Pr_{ss}(r)$ for different sizes of nanoparticles.](image)
$R_C + 0.1R_e$ to the center of the nanoparticle.

Figure 2.6: a) Solid line is $g_{n2p}(r)$ and dashed line is $g_{n2e}(r)$. b) The distribution of slip springs, which are within the distance of $R_C + 0.1R_e$ to the center of the nanoparticle, along the chains in the single nanoparticle system.

### 2.6.2 Diffusion of A Single Nanoparticle

We then examine the diffusion process of a single nanoparticle. We focus on two aspects of the nanoparticle: the affinity of the nanoparticles to polymers and the size of the nanoparticle. Table 2.1 shows parameters characterizing the unentangled and entangled nanocomposites systems, where $D_{NP}$ is defined in the linear region as $g_2(t)/(6t)$ in the unit of $D_0$ and $D_0 = k_B T/\nu_{\text{bead}}$ (see text above). As shown in Figure 2.7, the emerging entanglement constraints reduce the diffusion coefficient of nanoparticles. The larger the size of the nanoparticle is, the more extent the diffusion coefficient will be reduced. There is also ‘caging’ effect by the entanglement mesh on nanoparticles in the intermediate time, and this effect grows as the nanoparticles become bigger (or the entanglement mesh size becomes smaller). Such anomalous behavior ($\Delta r^2 \sim t^\beta$, $\beta<1$) also has been seen by Guo et al. [46], Omari et al [47], Wong et al. [48], Amblard et al. [57], Cai et al. [28], and Kalathi et al. [49]. These last workers [49] studied the time-dependent nanoparticles mean-squared displacement for a series of particles sizes. And they reported the minimum apparent exponent, defined locally as $g_2(t) \sim t^x$, varies from $x \sim 1$ for the smallest particle to $\sim 0.4$ for the largest particle. This ‘caging’ region arises from transient trapping and
slowing down of particles motion due to emerging entanglement constraints. Therefore, we can estimate the order of magnitude of the entanglements mesh size by the range of the ‘caging’ region in Figure 2.7. In Figure 2.7, since the nonlinear region in the diffusion process is in the range of $0.01R^2_e - 0.1R^2_e$, the size of the mesh formed by the slip springs is estimated to be $0.1R_e - 0.3R_e$. In our simulation, the diffusion is non-linear in the ‘caging’ space with power law $g_2(t) \sim t^x$, varies from $x \sim 0.93$ for the small nanoparticle and $x \sim 0.30$ for the large nanoparticle. After the nanoparticle escapes the ‘caging’ region, the diffusion recovers the linear region. The surface energy of the nanoparticle also plays a crucial role in the diffusion of the intermediate nanoparticle. When the size of the nanoparticle is small ($t^x \sim t^{0.93}$), changing the nanoparticle from neutral ($\Lambda_S = 0.0$) to attractive ($\Lambda_S = -2.0$) only increase the diffusion coefficient of the nanoparticle since there is no ‘caging’ effect. When $R_C$ is comparable to the size of the mesh formed by entanglements, where $t^x \sim t^{0.52}$ in the ‘caging’ region, modifying the surface energy from neutral to attractive not only increases the diffusion coefficient but also changes the scaling of diffusion to $t^{0.74}$ in the ‘caging’ region. However, when the size of the nanoparticle becomes much bigger than entanglements mesh size, the scaling in the ‘caging’ region is not affected much by modifying the affinity from neutral to attractive, though the diffusion coefficient is still improved. The reason could be that the size effect is the dominant factor in this case and simply changing the affinity of nanoparticles is difficult to moderate the physical constraints imposed by the entanglements mesh on the nanoparticle since the size of nanoparticles is too big. In general, the attractive affinity to polymer beads increases the diffusivity of the nanoparticle. And such a phenomenon is also observed when the entanglements of polymer chains are removed, which is shown in Figure 2.8. The attractive surface makes the nanoparticle more likely to mingle with the polymer melts and this increases the diffusivity no matter whether the entanglements exist or not. We also noticed that when $R_C = 0.1R_e$, the entanglements cannot change the diffusion process of the nanoparticle and the diffusion curve in Figure 2.7 and Figure 2.8 can almost overlap. However, when the size of the nanoparticle increases, the entanglements of polymers would slow down the diffusion process of the nanoparticle.
Table 2.1: Parameters Characterizing a Single Neutral or Attractive Nanoparticle with Different Sizes in Entangled Polymer Melts.

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>√N</th>
<th>nNP</th>
<th>RC</th>
<th>φNP</th>
<th>DNP</th>
<th>ΔS</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1331</td>
<td>96.41</td>
<td>1</td>
<td>0.10Re</td>
<td>0.083%</td>
<td>0.02352D₀</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>1481</td>
<td>96.41</td>
<td>1</td>
<td>0.18Re</td>
<td>1.68%</td>
<td>0.0002687D₀</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>4112</td>
<td>96.41</td>
<td>1</td>
<td>0.30Re</td>
<td>0.5%</td>
<td>3.6032E-5D₀</td>
<td>0.0</td>
</tr>
<tr>
<td>32</td>
<td>1331</td>
<td>96.41</td>
<td>1</td>
<td>0.10Re</td>
<td>0.083%</td>
<td>0.02544D₀</td>
<td>-2.0</td>
</tr>
<tr>
<td>32</td>
<td>1481</td>
<td>96.41</td>
<td>1</td>
<td>0.18Re</td>
<td>1.68%</td>
<td>0.001186D₀</td>
<td>-2.0</td>
</tr>
<tr>
<td>32</td>
<td>4112</td>
<td>96.41</td>
<td>1</td>
<td>0.30Re</td>
<td>0.5%</td>
<td>4.1683E-5D₀</td>
<td>-2.0</td>
</tr>
</tbody>
</table>

Figure 2.7: a) Time evolution of the mean-square-displacement for a single nanoparticle with different sizes and affinities. Slip springs reduce the diffusivity of nanoparticles even though they are not directly attached to the nanoparticles. b) The radial distribution function $g_n2p$ of the nanoparticle with different sizes and affinity.
Figure 2.8: Time evolution of the diffusion process for a single nanoparticle with different sizes and affinities. The parameters are the same as Table 2.1, except that the polymers are unentangled.

### 2.7 Loaded Nanocomposites

After study of a single nanoparticle system, we then examine the behaviors of loaded nanocomposites. The first property we focus is how the volume fraction of nanoparticles affect the the statistics of slip springs.

#### 2.7.1 Slip Springs in Loaded Nanocomposites

The $Z$, $Q$, $M$ are introduced in the theoretical work of Schieber [58] as a way to measure the entanglements formed by slip springs. $Z$ is the number of slip springs distributed on any random chain. $CP(Z)$ is the cumulative probability density that a chain has $Z$ slip springs on it. $Q$ is the distance between two neighbor slip springs on a chain and $M$ is the number of beads between two neighbor slip springs on a chain. We use neutral ($\Lambda_S = 0.0$) nanoparticles with $R_C = 0.18 R_e$ as a representative to study the influence of nanoparticles volume fraction on the slip springs distributions. With the radius of the nanoparticles comparable to the length of the polymer bonds, the polymer bond cannot cross the center of nanoparticles directly. Also, from the diffusion calculations in Figure 2.7, we notice that the size of the mesh formed by entanglements is approximately $0.2 R_e$. Therefore,
nanoparticles with $R_C = 0.18R_e$ can be treated as intermediate nanoparticles, which show 'caging' effect during the diffusion process of nanoparticles in entangled polymer melts. Particles with $R_C = 0.1R_e$ are too small as it can cross the entanglement mesh without showing any 'caging' effect. However, even though the size of nanoparticles affects some properties significantly, its influence on the slip springs distribution is negligible as long as the the $R_C$ of nanoparticles are smaller than $r_{ss}^c$, which is $2.5b_{ss}=0.45R_e$ in our work. When the $R_C$ of nanoparticles is larger than $r_{ss}^c$, the surface area of the nanoparticles replaces the volume fraction as the dominating factor in determining the ensemble average Rosenbluth factor of the nanocomposites system since the increase of the volume beyond the distance $r_{ss}^c$ to the surface of the nanoparticles cannot be felt by the slip-springs creating or deleting process any more, as shown in Figure 2.9. Therefore, when the $R_C$ of nanoparticles is larger than $r_{ss}^c$, which is $0.45R_e$ in our system, large-size particles will decrease $\langle Z \rangle$ less than small-size particles with the same volume fraction. However, that is not the case in our discussion since the $R_C$ in our work is small enough and the volume fraction of nanoparticles is still the dominating factor in determining $\langle Z \rangle$ of the entangled nanocomposites. Theoretically, $r_{ss}^c$ could be infinite. However, the possibility of creating a slip spring beyond $r_{ss}^c$ is so small and therefore, the $W$ decreased by large nanoparticles beyond $r_{ss}^c$ is also negligible. So the size of the $r_{ss}^c$ doesn’t change the conclusion. In Figure 2.11 we give the $Q$, $Z$, $M$ distribution when the $R_C$ of nanoparticles are $0.18R_e$ as a representative. The distributions are similar for particles with $R_C = 0.1R_e$ and $R_C = 0.3R_e$. Figure 2.11 a) shows that $Q$ distribution shifts to the right with more nanoparticles. It means that there is an increase of distance between two neighboring slip springs. Figure 2.11 b) shows that $M$ distribution also shifts to the right, which means there are more beads between neighboring slip springs as the volume fraction of nanoparticles increases. All of those two plots are consistent with Figure 2.11 c), which shows the number of slip springs per chain shifts to a smaller value as the volume fraction of nanoparticles increase. Figure 2.11 d) demonstrates that the addition of nanoparticles does not alter the distribution of slip springs along the chain, and the distribution remains homogeneous. Figure 2.10 gives the ensemble average value of $Z$ and $W$ as a function of
the volume fraction of nanoparticles with three different radii $R_C = 0.30 R_e$, $R_C = 0.18 R_e$ and $R_C = 0.10 R_e$. When the volume fraction of nanoparticles increases, the average number of slip springs per chain decreases and the influence of the nanoparticles’ size on this trend is negligible. This is because the number of possible sites to create the other end of slip springs decreases linearly with the volume fraction of nanoparticles, which leads to a decrease of $\langle W \rangle$, as shown in Figure 2.10b). The decrease of $\langle W \rangle$ directly leads to the decrease of the probability of creating slip springs and the increase of the probability of deleting slip springs. (see text in Entanglement section) Therefore, the average slip springs per chain would decrease ultimately and the system becomes less entangled with the addition of nanoparticles. Please be noted that when the size of nanoparticles is larger than $r_{c s}$, nanocomposites with large-size nanoparticles would have more slip springs than that of nanocomposites with small-size nanoparticles given the same volume fraction of nanoparticles since surface area is the dominating factor in calculating the Rosenbluth factor.

Figure 2.9: The purple circle represents the polymer beads. The pink circle represents one end of the slip spring in the slip-spring creating or deleting process. The large circle represents one single nanoparticles. The red region of the nanoparticle cannot influence the creating or deleting process of slip springs when the size of nanoparticle continuous to increase.
Figure 2.10: The ensemble average of Z in a) and W in b) as a function of volume fraction with different sizes of nanoparticles.
Figure 2.11: a) The Z distribution in different volume fraction of nanoparticles (0%, 5%, 10% and 20%). b) The Q distribution in different volume fraction of nanoparticles. c) The M distribution in different volume fraction of nanocomposites. d) the distribution of slip springs on a chain, where x(ss) is the bead sequence number that a slip spring resides on.

2.7.2 Diffusion in the Loaded Nanocomposites.

Diffusion of Polymers We begin our discussion by comparing the behavior of polymers in unentangled and entangled nanocomposites melts. The nanoparticles are neutral ($\Lambda_S = 0.0$) and $R_C = 0.18 \ Re$. Figure 2.12 shows results for the mean-square displacements, $g_1(t)$ and $g_3(t)$ for different volume fractions of nanoparticles without slip springs. Figure 2.13 corresponds to the same calculations in systems with slip springs ($\langle Z \rangle = 6.43$ and $\tau_{ss} = 0.5$). Table 2.2 and Table 2.3 show parameters characterizing the unentangled and
entangled nanocomposites respectively, where $\tau$ is the longest relaxation time defined as $\tau = \frac{R_e^2}{D}$. $D$ is the diffusion coefficient of the chain’s center of mass by the long-time behavior of $g_3(t)$.

Figure 2.12 and Table 2.2 show that in unentangled nanocomposites, the longest relaxation time increases with the introduction of nanoparticles. The diffusivity of polymer beads are decreased slightly in Figure 2.12. The reason is that the nanoparticles act as confinement points to chain motion and the diffusion of polymer beads is not as free as it is in the bulk with the introduction of nanoparticles. The same constraint is also felt by the nanoparticles with more and more nanoparticles are introduced in unentangled nanocomposites, which is shown in Figure 2.14.

Table 2.2: Parameters Characterizing the Unentangled Polymer Nanocomposites.

<table>
<thead>
<tr>
<th>N</th>
<th>n</th>
<th>$\sqrt{N}$</th>
<th>$n_{NP}$</th>
<th>$R_C$</th>
<th>$\phi_{NP}$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1506</td>
<td>96.41</td>
<td>0</td>
<td>0.18$R_e$</td>
<td>0%</td>
<td>34.26</td>
</tr>
<tr>
<td>32</td>
<td>1436</td>
<td>96.41</td>
<td>11</td>
<td>0.18$R_e$</td>
<td>5%</td>
<td>34.60</td>
</tr>
<tr>
<td>32</td>
<td>1361</td>
<td>96.41</td>
<td>23</td>
<td>0.18$R_e$</td>
<td>10%</td>
<td>36.36</td>
</tr>
<tr>
<td>32</td>
<td>1209</td>
<td>96.41</td>
<td>47</td>
<td>0.18$R_e$</td>
<td>20%</td>
<td>38.32</td>
</tr>
</tbody>
</table>
Figure 2.12: Time evolution of the mean-square-displacement for beads($g_1(t)$, solid lines) and center of mass of the chains($g_3(t)$, dashed lines) for different volume fractions of nanoparticles without slip springs. The diffusion curves shift down with the addition of nanoparticles, which means a decrease of diffusivity.

Unlike the unentangled nanocomposites, the entangled nanocomposites show totally different behaviors because there is competition between the nanoparticles confinement barriers and the decrease of entanglements density with the addition of nanoparticles. In Figure 2.13 and Table 2.3, the polymer beads and chains diffuse faster with the addition of nanoparticles. This is because when the volume fraction of nanoparticles increases, decrease of entanglements(Figure 2.10) has replace the nanoparticles confinement barriers as the dominating factor in determining the diffusion process of polymer beads. And the polymer beads have higher diffusivity with fewer entanglements. Therefore, in entangled nanocomposites, both the polymer beads in Figure 2.13 and small-size nanoparticles in Figure 2.14 demonstrate higher diffusivity with the addition of nanoparticles.
Table 2.3: Parameters Characterizing the Entangled Polymer Nanocomposites.

<table>
<thead>
<tr>
<th>N</th>
<th>n</th>
<th>$\sqrt{N}$</th>
<th>$n_{NP}$</th>
<th>$R_C$</th>
<th>$\phi_{NP}$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1506</td>
<td>96.41</td>
<td>0</td>
<td>0.18$R_e$</td>
<td>0%</td>
<td>8378.02</td>
</tr>
<tr>
<td>32</td>
<td>1433</td>
<td>96.41</td>
<td>13</td>
<td>0.18$R_e$</td>
<td>5%</td>
<td>8039.55</td>
</tr>
<tr>
<td>32</td>
<td>1361</td>
<td>96.41</td>
<td>26</td>
<td>0.18$R_e$</td>
<td>10%</td>
<td>7318.50</td>
</tr>
<tr>
<td>32</td>
<td>1210</td>
<td>96.41</td>
<td>53</td>
<td>0.18$R_e$</td>
<td>20%</td>
<td>6108.67</td>
</tr>
</tbody>
</table>

Figure 2.13: Time evolution of the mean-square-displacement for beads($g_1(t)$, curve lines) and center of mass of the chains($g_3(t)$, straight lines) for different volume fractions of nanoparticles with slip springs. The diffusion curves shit up with the addition of nanoparticles, which means an increase of diffusivity.

Diffusion of Nanoparticles

In Figure 2.14a), We inspect the diffusion of nanoparticles in systems characterized by Table 2.2 and Table 2.3. The increase of nanoparticles volume fraction leads to the decrease of the neutral nanoparticles diffusivity in both unentangled and entangled nanocomposites because of the barriers imposed by the excluded volume of nanoparticles. This is different from the diffusion of polymer beads in the entangled nanocomposites in Fig-
Figure 2.13, where the effect of entanglements density decrease is the dominating factor since the excluded volume effect on polymer beads is small. However, if we change the size of the nanoparticles to 0.1 \( R_e \), the result would be the same as Figure 2.13. As shown in Figure 2.14b), we plot the diffusion of nanoparticles with \( R_C = 0.1 \ R_e \). Though the diffusivity of the nanoparticles in the rouse polymer melts still decreases with the addition of nanoparticles, the diffusion coefficient of the corresponding nanoparticles in entangled polymer melts increases as the volume fraction of nanoparticles increases. Similar to the polymer diffusion in Figure 2.13, the reason lies in the fact that the number of entanglements decreases due to the introduction of nanoparticles and it shows up in the diffusion of small-size nanoparticles since small-size nanoparticles have less barriers in diffusion due to small excluded volume.

Figure 2.14: Time evolution of the mean-square-displacement for nanoparticles with/without slip springs. The solid line is the result of neutral nanoparticles in rouse polymer melts, and the dashed line is the result of neutral nanoparticles in entangled polymer melts. The left Figure a) is nanoparticles with core radius \( R_C = 0.18 \ R_e \) and the right Figure b) is the nanoparticles with core radius \( R_C = 0.1 \ R_e \).
2.7.3 Linear Rheology of the Loaded Nanocomposites.

To characterize the response of nanocomposites linear rheological properties to the volume fraction of nanoparticles, we compute the stress relaxation function defined by

\[ G(t) = \frac{G_{xy}(t) + G_{yz}(t) + G_{xz}(t)}{3} \]  

(2.21)

\[ G_{\alpha\gamma}(t) = \frac{V}{k_B T} \text{<} \sigma_{\alpha\gamma}(t)\sigma_{\alpha\gamma}(0) > \]  

(2.22)

The system stress is given by

\[ \sigma_{\alpha\gamma}(t) = \sigma_{\alpha\gamma}(t)_{\text{bond}} + \sigma_{\alpha\gamma}(t)_{\text{nb}} + \sigma_{\alpha\gamma}(t)_{\text{ss}} + \sigma_{\alpha\gamma}(t)_{\text{hc}} \]  

(2.23)

\[
\sigma_{\alpha\gamma}(t)_x = \frac{k_B T}{V} \sum_{i=1}^{(nN+n_{NP}-1)(nN+n_{NP})} \sum_{j=i+1} f_{\alpha}^{ij} r_{ij}^{\alpha} = \frac{k_B T}{V} \sum_{i=1}^{nN+n_{NP}-1} \sum_{j=i+1} f_{\alpha}^{ij} r_{ij}^{\alpha}
\]  

(2.24)

where \((\alpha/\gamma \in \{x,y,z\})\), \((x=\text{bond, nb, ss, hc})\) and \(G_0 = k_B T nN/V\). \(f_{\alpha}^{ij}\) means the force of type \(x\) between \(i^{th}\) bead and \(j^{th}\) bead in the \(\alpha\) direction at time \(t\). \(r_{ij}^{\alpha}\) is the distance between the \(i^{th}\) bead and \(j^{th}\) bead in the direction of \(\alpha\) at time \(t\). The bead in the Equation (2.24) is either a polymer bead or a nanoparticle. The sequence of nanoparticles is appended after the sequence of polymer beads in this equation. For example, the \(j^{th}\) nanoparticle is treated as the \((nN+j)^{th}\) bead.

To characterize the contributions to the total stress correlation function from different types of forces, we also define the sub-component stress correlation function in Equation 2.25 and the cross stress correlation function in Equation 2.26:

\[ G_{\alpha\gamma}(t)_x = \frac{V}{k_B T} \text{<} \sigma_{\alpha\gamma}(t)_x\sigma_{\alpha\gamma}(0)_x > \]  

(2.25)

\[ G_{\alpha\gamma}(t)_{x,y} = \frac{V}{2k_B T} \text{<} \sigma_{\alpha\gamma}(t)_x\sigma_{\alpha\gamma}(0)_y + \sigma_{\alpha\gamma}(0)_x\sigma_{\alpha\gamma}(t)_y > . \]  

(2.26)

The shear viscosity \(\eta\), is computed from the stress relaxation function through the
Green-Kubo relation.

\[ \eta = \int_0^\infty G(t)dt \]  

(2.27)

It was predicted by Einstein nearly a century ago that particle addition to liquids produces an increase in viscosity, even in polymeric liquids. However, it is experimentally observed in Mackay et al. [32] that the addition of small-size nanoparticles reduces the blend viscosity. The average radius of crosslinked M_r 52k nanoparticles in is 2.7nm and the M_r 75K undiluted linear polystyrene has the radius of gyration \(R_g\) 7.5-15nm, where \(M_r\) represents the Molecular Weight. Therefore, if the relation: \(6R_g^2 = R_e^2\) holds, the nanoparticles in experiments are of order 0.07-0.15\(R_e\), which is similar to the size of nanoparticles in our model. Also \(M_r 75k\) polystyrene has approximately 4.7 entanglements per chain, which is close to that of our system.

This unusual polymer dynamics is captured by our model, as shown in Figure 2.15. However, our model also predicts a decrease of entanglements which is not observed in the work of Mackay et al. [32] Their argument is that if the viscosity reduction were caused by an increase in the entanglement molecular weight, both the plateau modulus and the viscosity should decrease. But they observed that the average of plateau modulus for all concentrations is approximately the same. We use \(N = 32, \beta = 1/160\) and \(\tau_{ss} = 0.5\) as the parameters in the study of the entangled nanocomposites, which generates the entanglements per chain \(\langle Z \rangle = 6.43\).

The simulation box size is set to \((2.5 R_e)^3\), which is big enough to exclude any size issues in the periodic boundary conditions since we only consider nanoparticles with \(R_C = 0.18R_e\).

In Figure 2.15, we study the stress relaxation function \(G(t)\) of neutral nanoparticles\((R_C = 0.18R_e)\) with different volume fraction. The overall \(G(t)\) decays faster with the addition of nanoparticles, which indicates a non-Einstein-like decrease in the shear viscosity. The experimental work of Mackay et al. [32] confirms this phenomenon. However, when the slip springs are removed, such a dramatic viscosity decrease phenomenon cannot be captured in the TICG model, as shown in Figure 2.16. To arrive at a direct comparison
with the Rouse theory, we compute the following analytical expression:

$$G^{Rouse}(t) = \frac{G_0}{N} \sum_{p=1}^{p_{max}} e^{-6\pi^2 p^2 t / \tau}$$

(2.28)

where $\tau$ is the longest relaxation time in the bulk, as shown in Table 2.2.

![Figure 2.15: Stress relaxation function as a function of time in various volume fraction of nanoparticles in the entangled nanocomposites.](image)

Figure 2.15: Stress relaxation function as a function of time in various volume fraction of nanoparticles in the entangled nanocomposites.
Mackay et al. [32] claims that the unusual decrease in viscosity due to the addition of nanoparticles comes from the free volume introduced by nanoparticles since the entanglements seem not to be affected at all with the addition of nanoparticles. We examine this problem by decomposing the overall the stress relaxation function in Figure 2.15 at $\phi_{NP} = 20\%$ into its sub-component terms: $G(t)_{bond}$, $G(t)_{nb}$, $G(t)_{ss}$ and $G(t)_{hc}$, as shown in Figure 2.17 a). The remaining cross correlation terms: $G(t)_{bond,hc}$, $G(t)_{bond,nb}$, $G(t)_{bond,ss}$, $G(t)_{hc,nb}$, $G(t)_{hc,ss}$ and $G(t)_{nb,ss}$ are plotted in Figure 2.17 b). From Figure 2.17 b) we can notice that the cross correlation terms are negligible compared with the sub-component terms. Therefore, for simplicity we can ignore the cross correlation terms when analyzing the contributions to the total stress correlation function from each sub-component term of stress. By decomposition in to sub-component terms, we notice two points. First, in loaded nanocomposites the core stress correlation function becomes important compared with the dilute system. Second, the core stress correlation function has a much faster decay rate, which scales in $t^{-0.430}$ in Figure 2.17, than the decay rate of the $G_{bond}$, which scales with the power law of $t^{-0.118}$. Therefore, the increase of
the fast-decaying core stress correlation with the addition of nanoparticles is the critical free volume effect which leads to the unusual non-Einstein-like decrease in the viscosity observed by Mackay et al. [32].

Figure 2.17: a) Sub-component stress correlation function in $\phi_{NP} = 20\%$ nanocomposites with slip springs. The $G(t)_{bond}$ decays with the power law of $t^{-0.118}$ in the plateau region, while $G(t)_{hc} \sim t^{-0.43}$. b) the cross correlation terms $G(t)_{x,y}$ compared with the total stress correlation $G(t)$.

To compare with the entangled nanocomposites, we also decompose $G(t)$ when $\phi_{NP} = 20\%$ and the nanocomposites do not have slip springs, which is shown in Figure 2.18. Similar to Figure 2.17, the core stress relaxation function decays with the scaling of $t^{-0.55}$. However, the bond stress correlation function also decays fast, with the scaling of $t^{-0.55}$. Because the decaying speeds of the core stress correlation function and the bond stress correlation function are close, The decaying speed of the total stress correlation function is not affected by the increase of the core stress relaxation function. Therefore, the free volume effect does not show up in the unentangled nanocomposites.
Figure 2.18: Sub-component core stress correlation function $G(t)_{hc}$ in $\phi_{NP} = 20\%$ nanocomposites without slip springs.

Besides the free volume effect, our model also predicts increase of the entanglement molecular weight $M_e$ as the $\langle Z \rangle$ decrease with the addition of nanoparticles. As a result, the $G(t)_{bond}$ shows faster decaying speed with the decrease of slip springs. Figure 2.19 gives $G(t)_{bond}$, which are the subcomponents of $G(t)$ from Figure 2.15.

Figure 2.19: Sub-component stress correlation function $G(t)_{bond}$ in various volume fraction of $R_C = 0.18R_e$ nanocomposites with slip springs from Figure 2.15.
Up to now, we have studied the stress correlation function of $R_C = 0.18R_e$ nanocomposites. Smaller Nanoparticles, for example $R_C = 0.1R_e$, have similar behaviors as the $G(t)_{bond}$ is similar to that of the intermediate nanoparticles composite and the $G(t)_{hc}$ decays even faster. Therefore, the non-Einstein-like decrease of viscosity still holds for smaller nanoparticles. As for the large nanoparticles, because it requires huge simulation box to simulate. We did not compute the whole stress correlation function directly in this work. For example, Mackay et al. [32] claims that the addition of 1.6-um diameter crosslinked PS microspheres shows the conventional viscosity increase with particle addition to $M_r$ 75K linear polystyrene. The diameter of 1.6-um corresponds to $R_C = 44–88R_e$ nanoparticles in our model. Even though we cannot compute the stress relaxation function directly, we can still give some estimations. Since the non-bonded stress is negligible in the calculation of the total stress correlation function, we focus on two kinds of stresses: the bonded stress together with the slip-spring stress and the core stress. Because in our algorithm, the number of slip springs in equilibrium is influenced by the average Rosenbluth number, which is directly related to homopolymer volume fraction. Therefore, the entanglement will decrease as the volume fraction of large nanoparticles increases. However, as the $R_C$ of nanoparticles increases to 44–88 $R_e$, the surface area has already been the dominant factor in determining the Rosenbluth factor in nanocomposites. As 75%-87% of the nanoparticles’ volume cannot effectively reduce the Rosenbluth factor when $R_C$ is 44–88$R_e$, the entanglements would decrease much less for large particles than that for small particles given the same volume fraction of particles. Therefore, even though the entanglements in particles composites still decrease with the addition of particles, the extend is not as much as that of small-size nanoparticles when the size of particles enters the micro scale. On the other hand, Figure 2.20 give the sub-stress correlation function-$G(t)_{hc}$ at the volume fraction of approximate 20%. The size of the nanoparticles varies from 0.1$R_e$ to 0.5$R_e$. Unlike the previous definition of the nanoparticle volume fraction where we use $R$ to define $V_{NP}$, we use $R_C$ to define the volume fraction of nanoparticles in this section in ordered to make the total volumes occupied by the nanoparticles cores be the same. From Figure 2.20, we found that $G(t)_{hc}$ in the
entangled nanocomposites have slower decaying power rate than it in the unentangled nanocomposites. The difference becomes larger as the size of the nanoparticles grows. In the entangled nanocomposites, the $G(t)_{hc}$ of large nanoparticles ($R_C = 0.5R_e$) has much slower decaying power rate than the small size nanoparticles ($R_C = 0.1R_e$). Though the difference exists in the unentangled nanocomposites, it is especially large in the entangled nanocomposites. The decaying power rate of $G(t)_{hc}$ in the entangled nanocomposites with large nanoparticles can even be slower than the decaying power rate of $G(t)_{bond}$ when we compare the decaying power rate in Figure 2.20 and Figure 2.17. Therefore, when the size of the nanoparticles increase, the free volume effect of loaded nanoparticles even has the possibility of increasing the viscosity of the system instead of decreasing it. However, the question still remains as a question how large the particles should be in order to increase the viscosity in loaded nanocomposites.

![Graph showing the sub-component stress correlation function $G(t)_{hc}$ with various sizes of nanoparticles at the volume fraction of 20% in the entangled and unentangled polymer melt.](image)

**Figure 2.20:** Sub-component stress correlation function $G(t)_{hc}$ with various sizes of nanoparticles at the volume fraction of 20% in the entangled and unentangled polymer melt. The volume fraction of nanoparticles calculated in this graph is defined as: $V_{NP} = \frac{4}{3}\pi R_C^3$. 
2.8 Conclusion

In conclusion, we first studied the diffusion of a single nanoparticles in entangled homopolymers with various sizes and affinities to the polymers. When the size of the nanoparticle is comparable to or larger than the size of the entanglements mesh, the mean-square displacement of the nanoparticle shows non-linear behavior in the early stage of diffusion, which arises from the transient trapping and the slowing down of particles’ motion imposed by emerging constraints of entanglements. Changing the nanoparticle affinity to polymers from neutral can increase the diffusivity of the nanoparticle and help the nanoparticle escape the nonlinear region. We then study the properties of loaded nanocomposites. As the volume fraction of nanoparticles increases, the number of entanglements would decrease. Therefore, the diffusivity of polymer beads and small nanoparticles increases with the addition of nanoparticles. However, when the size of nanoparticles is large, constraint due to the excluded volume of nanoparticles overcomes the decrease of entanglements as the dominating factor, which decreases the diffusivity of both polymer beads and nanoparticles.

Next, we study the rheology of the nanocomposites by calculating the stress correlation function and the viscosity. We focus on the \( R_C = 0.18R_e \) nanoparticles, which is in the same order of magnitude as the \( R_g \) of the entangled polymer chains and the entanglements mesh size. The \( G(t)_hc \), which is the stress correlation function calculated by the stress related to the core potentials \( \mathcal{H}^{Core}_{n2p} \) and \( \mathcal{H}^{Core}_{n2n} \), has faster decaying speed than that of the \( G(t)_bond \), which is calculated from the stress related to the bond potentials \( \mathcal{H}_bond \). Therefore, as the volume fraction of nanoparticles increases and the \( G(t)_hc \) replaces part of \( G(t)_bond \) in the contribution of the total \( G(t) \), the \( G(t) \) of the nanocomposites shows faster decaying power rate. The cross correlation terms are negligible to either \( G(t)_hc \) or \( G(t)_bond \). Another reason for the non-Einstein-like decrease in viscosity with the addition of nanoparticles in our TICG model is that the increase of nanoparticles volume fraction also decrease the number of slip springs per chain in the system. With fewer entanglements, the stress correlation function will also have faster decaying power rate. Last but not the least, we found that \( G(t)_hc \) has different decaying power rates with different sizes.
of particles in the entangled nanocomposites. Large nanoparticles have longer relaxation time of $G(t)_{hc}$ in entangled nanocomposites. And the decaying power rate of $G(t)_{hc}$ in the plateau region is comparable to or even larger than that of $G(t)_{bond}$ in the plateau region. What’s more, when the size of nanoparticles is large enough, the degree of the decrease of slip springs by the introduction of nanoparticles will be mitigated. Both of the two factors will make nanocomposites with large nanoparticles have higher viscosity than that of small nanoparticles systems given the same volume fraction. And it is possible that the Einstein law can be recovered in the limit of micro-size particles.

2.9 Supplementary Materials

The Dissipative Particle Dynamics (DPD) thermostat consists of the summation of conservative forces ($f^C$), random forces ($f^R$) and dissipative forces ($f^D$). The conservative forces are summation of the bond force ($f_{bond}$), the non-bonded force ($f_{nb}$), the slip-spring force ($f_{ss}$) and the hardcore force ($f_{hc}$). The random forces and the dissipative forces on the $i_{th}$ particle, respectively, are defined in the following way:

$$f^R_i = \sigma \sum_{i<j} \omega^R(r_{ij}) \hat{r}_{ij} \zeta_{ij} / \sqrt{\delta t} \quad (2.29)$$

$$f^D_i = -\gamma \sum_{i<j} \omega^D(r_{ij})(v_{ij}\hat{r}_{ij}) \hat{r}_{ij} \quad (2.30)$$

where $\zeta_{ij}$ is a random variable following Gaussian distribution and unit variance and $\zeta_{ij}=\zeta_{ji}$. $r_{ij} = r_i - r_j$ and $v_{ij} = v_i - v_j$, and $\hat{r}_{ij}$ is the unit vector in the direction of $r_{ij}$. The functions $\omega^R(r_{ij})$ and $\omega^D(r_{ij})$ satisfy are given by

$$[\omega^R]^2 = \omega^D = \begin{cases} 1 - |r_{ij}|/R_{cloud} & |r_{ij}| \leq R_{cloud} \\ 0 & |r_{ij}| > R_{cloud} \end{cases} \quad (2.31)$$

where $R_{cloud}$ is defined in density cloud of the non-boned energy. The $\sigma$ and $\gamma$ are related to the temperature by the fluctuation-dissipation theorem: $\sigma = (2\gamma k_B T)^{1/2}$. 
Next, a modified velocity verlet algorithm is used to integrate the motion of the polymer beads in the following way:

\[
\begin{align*}
\mathbf{r}_i(t + dt) &= \mathbf{r}_i(t) + \mathbf{v}_i(t)dt + \frac{1}{2}f_i(t)dt^2 \\
\mathbf{v}_i(t + 1/2dt) &= \mathbf{v}_i(t) + \frac{1}{2}f_i(t)dt \\
f_i(t + dt) &= f_i(\mathbf{r}_i(t + dt)) \\
\mathbf{v}_i(t + dt) &= \mathbf{v}_i(t + 1/2dt) + \frac{1}{2}f_i(t + dt)dt
\end{align*}
\]

(2.32)

**Results: Linear Rheology of the DPD thermostat.** Then we implemented the DPD thermostat to the rouse homopolymer melts and calculate the stress correlation function in Figure 2.21. The stress from \( \mathbf{f}^R \) and \( \mathbf{f}^D \) is not added in the Figure 2.21 since we want to compare the stress relaxation function calculated from the DPD thermostat with the theoretical stress relaxation function of the rouse homopolymer. Adding the stress from \( \mathbf{f}^R \) and \( \mathbf{f}^D \) will shift the total stress relaxation function upwards, which depends on the magnitude of \( \sigma \). When \( \sigma = 3.0 \) and the bond length \( b \) is 0.18\( R_e \), a fluctuation period \( \delta t_{os} = 0.17 \) shows up in the beginning of the stress correlation function, which is an artifact. The oscillation originates from the dominant harmonic spring bond energy. The fluctuation period scales linearly with the bond length \( b \), as shown in Figure 2.21b). And the stress correlation function associated with different bond length is plotted in Figure 2.22. We also tested the DPD thermostat with different values of \( \sigma \) and we found that though increasing the magnitude of the random forces(\( \mathbf{f}^R \)) and dissipative forces(\( \mathbf{f}^D \)) can remove the oscillation, the shape of the stress correlation function still cannot follow the theoretical prediction of the rouse. Therefore, the DPD thermostat introduces artifacts in our model.
Figure 2.21: a) The stress correlation function of the rouse homopolymer from the DPD thermostat with $\sigma = 3.0$. b) The oscillation period as a function of the bond length $b$ when $\sigma = 3.0$.

Figure 2.22: The stress correlation function with different the bond lengths when $\sigma = 3.0$. 
CHAPTER 3
EVOLUTIONARY PATTERN DESIGN FOR
COPOLYMER/HOMOPOLYMER MIXTURES DIRECTED
SELF-ASSEMBLY HOLE-SHRINK PROCESS WITH
SIMPLIFIED MODEL

3.1 Abstract

The directed self-assembly of copolymers for ‘hole-shrink’ applications has attracted considerable attention. Most work to date, however, has focused on pure copolymers. In this work, we report on a fast approach that is amenable for layout design involving hole-shrink and related geometries. Specifically, we consider the behavior of copolymer-homopolymer mixtures assembled in cylindrical holes. To do so, the OK model for diblock copolymer and homopolymer mixtures is combined with the CMA-ES, thereby resulting in an efficient algorithm for on-the-fly optimization of key material design variables such as composition and wetting conditions. For completeness, the results of the OK-model predictions are examined by comparing with results of a particle-based Theoretically Informed Coarse-Grained(TICG) model. The calculations presented in this work indicate that pure A-B copolymers or A-B copolymers with B homopolymers are the best combination for the hole-shrink process. When A-B copolymers are mixed with C homopolymers, the resulting blends are inferior for creating perfect hole morphologies, irrespective of surface conditions and hole shape.

3.2 Introduction

As critical dimensions in traditional lithographic fabrication continue to shrink, directed self-assembly(DSA) has received considerable attention as a viable option for lithographic patterning of ultra-small features. Indeed, DSA-based patterning process offers advantages for fabricating dense, periodic arrays of lines or spots in manufacturing settings [59, 60].
The so-called DSA hole-shrink process is of importance for semiconductor device manufacturing. In this process, cylinder-forming polymeric materials are filled into wide holes that are etched using conventional lithographic methods. After annealing, part of the polymeric material is ordered into a small cylinder inside the confining hole. The characteristic dimensions of the inner cylinder are considerably smaller than those of the wide hole. The material in the inner cylinder can be removed selectively, thereby shrinking the original hole by as much as a factor of four [61]. The central question in the hole-shrink process is to identify conditions leading to ideal inner cylinders that span the entire thickness of the confining hole.

Multiple articles have reported that a neutral bottom surface and a minor block preferential side-wall interaction are necessary to produce ideal inner cylinders. [62, 63] For example, Peters et al. [62] examined the effect of wetting characteristics on hole-shrink assembly using a particle based TICG model. They confirmed that full cylinders are formed when the attractive interaction between the minor block and the wall is strong and the interaction between the bottom wall and the polymer is weak. They also found that homopolymer addition can improve the assembly process. Yoshimoto et al. [63] used a simplified diblock copolymer OK model to describe the hole-shrink process. They also reported that by simply varying the shape of the guiding hole, it is difficult to eliminate morphological defects, and that changing the affinity of the bottom surface from ‘attractive’ to ‘neutral’ is more effective. While the effects of the wetting characteristics on the hole-shrink assembly process have been widely studied with different models, it is still not well understood how the composition of the polymer blends, together with the wetting conditions, influence the hole-shrink assembly process.

In this work, we combine the OK model for the polymer blends comprised of copolymers and homopolymers with the CMA-ES to arrive at an on-the-fly optimization approach that is able to identify optimal design variables, such as composition, wetting conditions and polymer chemistry, to form ideal inner cylinders spanning the entire confining hole. We also confirm the optimization results by evaluating the optimized conditions using a more reliable TICG model. Our simulations indicate that A-B copolymer hole-
shrink assembly, the addition of B homopolymer can improve the hole-shrink process. However, the addition of a C homopolymer can lead to defect formation.

3.3 Model and Methods

3.3.1 Ohta-Kawasaki (OK) Model for blends

We consider a system of A-B diblock copolymers and B or C homopolymers. The local volume fractions of these monomers are denoted, respectively, by \( \phi_A(r) \), \( \phi_B(r) \) and \( \phi_{B'}(r)/\phi_C(r) \), where B' corresponds to the B monomers of the homopolymer. Conservation of mass requires that \( \phi_A + \phi_B + \phi_{B'}/\phi_C = 1 \). Following Ohta et al. [3], we use the free energy form developed by Ohta and Kawasaki [64] to characterize the system morphology. This formalism has the advantage of being computationally efficient and straightforward to implement in GPU parallel environments. The total free energy \( F[\psi, \phi] \) in the system is given by the sum of three terms:

\[
F[\psi, \phi] = F_S[\psi, \phi] + F_L[\psi, \phi] + \int dr H_{ext}[\psi, \phi].
\] (3.1)

Here \( \phi \) is the order parameter field quantifying the extent of microphase separation between A monomers and B monomers, defined as the monomer volume fraction difference, \( \phi \equiv \phi_A - \phi_B \) in the A-B diblock copolymer and C homopolymer case, and \( \phi \equiv \phi_A - \phi_B - \phi_{B'}/\phi_C \) in the A-B diblock copolymer and B homopolymer case. The variable \( \psi \), defined as \( \psi \equiv \phi_A + \phi_B \) in both cases, is the order parameter field describing the macrophase separation of the copolymer and the homopolymer. Here \( \phi \) and \( \psi \) are independent variables.

The short-range part \( F_S \) corresponds to the usual Ginzburg-Landau (GL) free energy function and is given by

\[
F_S[\psi, \phi] = \int dr \left[ \frac{1}{2} (\nabla \psi)^2 + \frac{1}{2} (\nabla \phi)^2 + W[\psi, \phi] \right].
\] (3.2)

The two gradient terms represent the free energy cost associated with spatial inhomog-
geneities in both $\psi$ and $\phi$. The $W[\psi, \phi]$ term is the local free energy density that drives the microphase separation between monomer A and monomer B, and the macrophase separation between the copolymer and the homopolymer. The $W[\psi, \phi]$ term can be written as

$$W(\psi, \phi)[\eta, \phi] = g_1(\eta) + g_2(\phi) + b_1\eta\phi - \frac{1}{2}b_2\eta\phi^2 - \frac{1}{2}b_3\eta^2\phi.$$ (3.3)

We have introduced a new variable, $\eta$ as $\eta = \psi - \psi_c$, where $\psi_c$ is the volume fraction at the critical point of the macrophase separation. Since we want to avoid macrophase separation in our system, we set $\psi_c = \bar{\psi}$, where $\bar{\psi}$ is the spatial average value of $\psi$ in the system. The two independent functions $g_1(\eta)$ and $g_2(\phi)$ are assumed to be even functions of the argument. Below the macrophase/microphase separation temperature, $g_1(\eta)$ and $g_2(\phi)$ exhibit a double-well potential. Following Ohta et al. [3], the form of the local interactions $g_i(x)(i = 1 \text{ and } 2)$ is chosen as $g_i(x) = -A_i\ln \cosh(x) + x^2/2$. Parameter $A_i$ controls the degree of phase separation, and $g_i(x)$ exhibits one minimum at $x = 0$ for $0 < A_i < 1$ and has two minima for $A_i > 1$. The shapes of $g_i(x)$ at $A_i = 0.5$, 1.0, and 1.3 are shown in Figure 3.1

![Figure 3.1: Local demixing free energy as a function of order parameter x.](image)

The term with the factor $b_1$ is associated with the short-range interaction between
monomers. The constant $b_1$ is given by

$$b_1 = \frac{1}{4}(u_{AA} - u_{BB}) - \frac{1}{2}(u_{AC} - u_{BC})$$  \hfill (3.4)

where $u_{ij}(i,j = A, B, C)$ is the interaction strength between $i$ and $j$ monomers and can be written as

$$u_{ij} = \frac{1}{2} \sum_{ij} \int dr \phi_i \phi_j.$$  \hfill (3.5)

The term with the coefficient $b_2$ is necessary to ensure that microphase separation occurs only in the copolymer-rich region, because a large absolute value of $\phi$ is energetically favorable in the region $\eta > 0$. Both $b_1$ and $b_2$ are set to be non-negative variables under the evolutionary optimization procedure outlined below.

The other constant, defined as $b_3 = b_0(1/\bar{\phi}_A - 1/\bar{\phi}_B)$, with $b_0$ a positive value, changes sign under the interchange between A and B in order for the last term to be invariant under the transformations $\eta \rightarrow -\eta$ and $\phi \rightarrow -\phi$. Here $\bar{\phi}_i (i = A, B, B'/C)$ is the spatial average volume fraction of $i$ in the system.

The long-range $F_L$ term in Equation 3.1 originates from the reduction of conformational entropy of each polymer chain due to chain connectivity. It can be written as [3]

$$F_L[\psi, \phi] = \int dr \int dr' G[\mathbf{r}, \mathbf{r}'] [\frac{\alpha}{2} \delta \phi(\mathbf{r}) \delta \phi(\mathbf{r}') + \frac{\beta}{2} \delta \phi(\mathbf{r}) \delta \psi(\mathbf{r}') + \frac{\gamma}{2} \delta \psi(\mathbf{r}) \delta \psi(\mathbf{r}')] \hfill (3.6)$$

Here $G[\mathbf{r}, \mathbf{r}']$ satisfies the relation $-\nabla^2 G[\mathbf{r}, \mathbf{r}'] = \delta(\mathbf{r} - \mathbf{r}')$ and $\delta x(\mathbf{r}) = x(\mathbf{r}) - \bar{x}(x = \phi, \psi)$ with $\bar{x}$ the spatial average of $x$. For simplicity, we consider $G[\mathbf{r}, \mathbf{r}'] = -\ln(|\mathbf{r} - \mathbf{r}'|)/2\pi$ here.[64] The constants $\alpha$, $\beta$, and $\gamma$ are given, respectively, by

$$\alpha = a\left[\frac{1}{\bar{\phi}_A} + \frac{1}{\bar{\phi}_B}\right]^2$$  \hfill (3.7)

$$\beta = a\left[\frac{1}{\bar{\phi}_A^2} - \frac{1}{\bar{\phi}_B}\right]$$  \hfill (3.8)
\[ \gamma = a \left[ \frac{1}{\phi_A^2} - \frac{1}{\phi_B^2} \right] \]  

(3.9)

where \( a \) is a positive constant. Following the original model by Ohta [3], we set \( \alpha \) to be the typical value of 0.02 and adjust the \( \beta \) and \( \gamma \) according to the above equations in our simulation.

The third term \( \int d\mathbf{r} H_{ext}[\psi, \phi] \) describes the interaction between the surfaces (side-wall and bottom surfaces) and the polymers, which is similar to the surface energy defined by Yoshimoto et al. [63]. The surface energy term is given by

\[
\int d\mathbf{r} H_{ext}[\psi, \phi] = \int d\mathbf{r} \lambda_{w-\phi}[\phi(\mathbf{r}) - \phi_w]^2 \exp(-z^2/\sigma_s^2)
+ \int d\mathbf{r} \lambda_{w-\psi}[\psi(\mathbf{r}) - \psi_w]^2 \exp(-z^2/\sigma_s^2)
+ \int d\mathbf{r} \lambda_{b-\phi}[\phi(\mathbf{r}) - \phi_b]^2 \exp(-z^2/\sigma_s^2)
+ \int d\mathbf{r} \lambda_{b-\psi}[\psi(\mathbf{r}) - \psi_b]^2 \exp(-z^2/\sigma_s^2).
\]  

(3.10)

Here, \( \phi_w, \psi_w, \phi_b \) and \( \psi_b \) are parameters controlling the values of \( \phi \) and \( \psi \) in the vicinity of the side wall and bottom, with \( w \) representing wall and \( b \) representing bottom, respectively. \( \phi_w/b \) can be positive or negative. A positive \( \phi_w/b \) means that the wall/bottom surface is attractive to the A block as \( \phi \) is defined as \( \phi_A - \phi_B \). \( \psi_w/b \) is restricted to be a positive value as \( \phi_A + \phi_B \) is non-negative. The coefficients \( \lambda_{w-\phi}, \lambda_{w-\psi}, \lambda_{b-\phi} \) and \( \lambda_{b-\psi} \), which are all positive, controls the strength of the wall/bottom affinity. \( z \) is the closest distance to the surface and \( \sigma_s \) is the decaying length in the direction of the closest distance. We set \( \sigma_s = 1 \) in our simulation and the cut of radius for the exponential decaying function to be \( 2\sigma_s \).

To identify the equilibrium morphology, we use the Cahn-Hilliard equation where \( \phi \) and \( \psi \) evolve simultaneously, as is appropriate for conserved order parameters. The
Cahn-Hilliard equations can be written in the form:

\[
\frac{\partial \psi}{\partial t} = L_1 \nabla^2 \frac{\partial F}{\partial \psi} \quad (3.11)
\]

\[
\frac{\partial \phi}{\partial t} = L_2 \nabla^2 \frac{\partial F}{\partial \phi}. \quad (3.12)
\]

After substituting the free energy expression in the Cahn-Hilliard equation, we get

\[
\frac{\partial \psi}{\partial t} = L_1 \left\{ \nabla^2 \left[ -\nabla^2 \psi - A_1 \tanh(\eta) + \eta + b_1 \phi - \frac{1}{2} b_2 \phi^2 - b_3 \eta \phi \right. \\
+ \lambda_{\psi-\psi}[\psi - \psi_w] \exp(-z^2/\sigma^2) + \lambda_{\phi-\psi}[\psi - \psi_b] \exp(-z^2/\sigma^2) \left. \right] - \gamma \delta \psi - \beta \delta \phi \right\} \quad (3.13)
\]

\[
\frac{\partial \phi}{\partial t} = L_2 \left\{ \nabla^2 \left[ -\nabla^2 \phi - A_2 \tanh(\phi) + \phi + b_1 \eta - b_2 \eta \phi - \frac{1}{2} b_3 \eta^2 \right. \\
+ \lambda_{\phi-\phi}[\phi - \phi_w] \exp(-z^2/\sigma^2) + \lambda_{\phi-\phi}[\phi - \phi_b] \exp(-z^2/\sigma^2) \left. \right] - \alpha \delta \phi - \beta \delta \psi \right\} \quad (3.14)
\]

where \( \phi \) and \( \psi \) are short for \( \phi(\mathbf{r}, t) \) and \( \psi(\mathbf{r}, t) \), respectively. The transport coefficients \( L_1 \) and \( L_2 \) are positive. The relative magnitude of these coefficients is not known \textit{apriori}. Here, for simplicity, we set them both to unity.

### 3.3.2 Theoretically Informed Coarse-Grained(TICG) Model

The Theoretically Informed Coarse-Grained(TICG) model is a reliable particle based approach to describe polymer melts with a volume \( V \) at temperature \( T \). We verify the equilibrium morphology predicted by the OK model with the TICG model. Details about the TICG model can be found in Detcheverry \textit{et al.} [2]

Briefly, in the TICG approach, the chain connectivity for the \( j^{th} \) chain is given by a harmonic bond potential \( \mathcal{H}_{\text{bond}}[\{\mathbf{r}_j(s)\}] \):

\[
\frac{\mathcal{H}_{\text{bond}}[\{\mathbf{r}_j(s)\}]}{k_B T} = 3 \sum_{s=1}^{N_j} \frac{[\mathbf{r}_j(s) - \mathbf{r}_j(s+1)]^2}{b^2} \quad (3.15)
\]
where \( \{r_j(s)\} \) means the set of coordinates of the coarse-grained beads, \( k_B \) is the Boltzmann constant, and \( b = 0.179 \) is the mean-square bond length. The mean-square end-to-end distance for the \( j^{th} \) chain is \( R_{e,j} = b\sqrt{N_j - 1} \).

The non-bonded potential \( H_{nb} \) incorporates both the chemical distinction between unlike monomers and the finite compressibility of the melts. The form of the the non-bonded potential \( H_{nb} \) for A-B copolymer and C homopolymer is given by

\[
\frac{H_{nb}[\{\phi_A, \phi_B, \phi_C\}]}{k_B T} = \rho_0 \int_V dr [\chi_{AB}\phi_A\phi_B + \chi_{AC}\phi_A\phi_C + \chi_{BC}\phi_B\phi_C + \frac{\kappa}{2}(1 - \phi_A - \phi_B - \phi_C)^2]
\]

(3.16)

where \( \rho_0 \) is the average bulk number density of beads for the polymer blends. Here \( \chi_{\alpha\beta} \) is the Flory-Huggins parameter between monomer \( \alpha \) and monomer \( \beta (\alpha, \beta \in A,B,C) \), which characterizes the incompatibility between unlike beads. The compressibility is quantified by the \( \kappa \) term, which restricts fluctuations of the local densities away from the average value. The local densities \( \phi_A, \phi_B, \phi_C \) are estimated based on the ‘particle-to-mesh’ (PM) technique. Details about their calculation can be found in Detcheverry et al. [2]

The interaction between the \( i^{th} \) polymer bead and the wall surface is denoted by \( U_w(r_i) \). The interaction between the \( i^{th} \) polymer bead and the bottom surface is denoted by \( U_b(r_i) \). The expressions for \( U_w(r_i) \) and \( U_b(r_i) \) are given by

\[
\frac{U_w[\{r_i(s)\}]}{k_B T} = \sum_{\text{bead } i} \frac{\Lambda^{x_i}_w}{2d_s} \exp[-\frac{z_i^2}{d_s^2}]
\]

(3.17)

\[
\frac{U_b[\{r_i(s)\}]}{k_B T} = \sum_{\text{bead } i} \frac{\Lambda^{x_i}_w}{2d_s} \exp[-\frac{z_i^2}{d_s^2}]
\]

(3.18)

where \( z_i \) is the closest distance from the \( i^{th} \) bead to the wall/bottom surface. In the direction of the closest distance, the exponential potentials decay over a distance \( d_s \). \( \Lambda^{x_i}_w \) controls the interaction strength between the \( i^{th} \) bead and the wall surface, where \( x_i \in \{A,B,C\} \) is the type of the \( i^{th} \) polymer bead. Similarly, \( \Lambda^{x_i}_b \) controls the interaction strength between the \( i^{th} \) bead and the bottom surface.
The overall Hamiltonian is given by the summation of all terms:

\[
\mathcal{H} = \sum_{\text{chain } j} \mathcal{H}_{\text{bond}}[\{r_j(s)\}] + \mathcal{H}_{\text{nb}}[\{\phi_A, \phi_B, \phi_C\}] + U_w[\{r_i(s)\}] + U_b[\{r_i(s)\}].
\] (3.19)

We use the MC method described in Detcheverry et al. [2] to sample configurations in order to identify the equilibrium morphology of the blends during the hole-shrink process.

### 3.3.3 CMA-ES Optimization

Let \( \hat{\phi}(\mathbf{r}) \) be the \( \phi \) order parameter in the target morphology. Then \( \phi_{eq}(\mathbf{r}) \) is the order parameter in the equilibrium morphology for a specific set of parameters. The objective function is quantified by the average squared difference between \( \phi_{eq}(\mathbf{r}) \) and \( \hat{\phi}(\mathbf{r}) \) per cell

\[
\Omega \equiv \frac{1}{V} \int d\mathbf{r} \{\phi_{eq}(\mathbf{r}) - \hat{\phi}(\mathbf{r})\}^2.
\] (3.20)

where \( V \) is the number of cells or the volume inside the cylinder. Our goal is to minimize this function by optimizing the parameters.

To do so, we resort to the CMA-ES. The CMA-ES has achieved tremendous success as an optimization tool in the context of swimming fish simulation [65], crystal structure predictions [66], combustion control [67] and the DSA of block copolymers for design-oriented structures [68, 69]. Since the CMA-ES algorithm does not require the calculation of gradients inside the black-box, the search costs of the algorithm are just the number of black-box calls. The CMA-ES algorithm evolves in the following way. At each generation, a finite number (\( \lambda \)) of offspring derived from the previous generation is evaluated with a black-box function. Then, those offspring are sorted according to the objective function. The 'best' \( \mu \) offspring are used to mutate and recombine to create offspring for the next generations.

Our implementation of the CMA-ES method is based on the state-of-art algorithm discussed in Ref [70]. In our problems, the population size \( \lambda \) and the number of surviving offspring \( \mu \) are 28 and 4, respectively. They are chosen based on heuristic arguments in
Ref [70].

### 3.3.4 Simulation Methods

The target morphology of $\phi(r)$ is generated with $\hat{\phi}(r) = 1.0$ in the A rich region and $\hat{\phi}(r) = -1.0$ in the B rich region. The transition region has $\hat{\phi}(r) = -0.5$, $\hat{\phi}(r) = 0.5$ and $\hat{\phi}(r) = 0.0$, depending on how wide we want the transition region to be. There are three parameters that characterize the dimensions of the double hole: R, L and H. A single hole represents a degenerate case of the double hole, where L is 0. Figure 3.2 gives an example of the double hole target, where $R = L_0$, $L = L_0$ and $H = 1.33L_0$, where $L_0$ is the natural periodicity of the block copolymer and the value of $L_0$ is 15 in our system. We set L and R to be multiples of $L_0$ because Peters et al. [62] predicted that the confined single hole with critical dimensions multiples of $L_0$ gives the largest window for generating perforated holes in the single hole-shrink process.

![Diagram showing parameters R, L, and H](image)

Figure 3.2: Target morphology characterized by parameters $R = L_0$, $L = L_0$ and $H = 1.33L_0$.

The simulation is run with parameters generated by the CMA-ES algorithm. The parameters to be optimized in this work are the composition of the polymers($\phi_A, \phi_B, \phi_B/\phi_C$), the strength of wall interactions with the polymer($\lambda_{w-\phi}, \lambda_{w-\psi}, \lambda_{b-\phi}, \lambda_{b-\psi}$), and the polymer chemical characteristics($A_1, A_2, b_1, b_2, b_0$). After the simulation reaches equilibrium, the order parameter $\Omega = \frac{1}{V} \int d\mathbf{r} \{ \phi_{eq}(\mathbf{r}) - \hat{\phi}(\mathbf{r}) \}^2$ characterizing the average squared difference between the current morphology and the target morphology per cell is calculated.
If the order parameter $\Omega$ of this generation is converged, the simulation should stop with the solution. Otherwise, the simulation generates the next generation children using CMA-ES algorithm and continue evaluating the equilibrium morphology again.

**Solving the Cahn-Hilliard equation** We discretized the simulation box into an $N \times N \times N$ grid to solve the CH equations. The gradient terms in Equations 3.13 and 4.5 are estimated using a central-difference method. We propagate the composition field $\phi(r,t)$ using the forward Euler’s method, with $\delta t$ as the time step difference. (The mobility factor $L_1$ and $L_2$ can be absorbed into the term of $\delta t$). The time complexity of this algorithm scales with $O(N^3)$, where $N^3$ is the number of grid points in the system.

**Boundary Conditions**

For cells in the middle region of the domain of interest, we use the central difference method to calculate the gradient operator and the Laplace operator without any special techniques. For cells at a boundary, the gradient operator and Laplace operator of the cells have to be 0 to ensure conservation of mass. In our implementation, the values of $\phi(r)$ or $\psi(r)$ in cells outside the simulation boundary does not have a fixed value and is automatically set to be the same as the value of $\phi(r)$ or $\psi(r)$ in the cell which we are evaluating. However, there are still flux of $\phi(r)$ and $\psi(r)$ on the surface of cylinder because of the long range $F_L$ term. Therefore, after each iteration time step, the $\phi(r)$ and $\psi(r)$ which leave the cylinder boundary, should be added back to the original cells on the cylinder boundary. In this way, the mass is conserved.

**Simulation time and time step**

To determine necessary simulation time required to reach an equilibrium morphology when evolving the CH equations, we compare results along a simulation trajectory at different time points. Since the double hole simulation box has more cells than the single hole, we use the double hole as the test system. In Figure 3.3 we plot the hole-shrink morphology evolution at different time points and in Figure 3.4 we plotted the profile of $\phi$ in the x and y directions at different time points. As shown in Figure 3.3, where we use a time step $\delta t=0.01$, after $t = 100$ or time steps $= 10000$ the equilibrium morphology has been found. Here, the time step $\delta t = 0.01$ is a good enough time step. With a
fixed simulation time $t$, any time step less than 0.01 generates the same equilibrium morphology. For robustness, we use $t = 600$ in our simulations.

Figure 3.3: Time dependence of the morphology evolution. Morphology at different time using $\delta t = 0.01$. Parameters: $R = L_0$, $L = L_0$, $H = 1.33L_0$, $\alpha = 0.02$, $A_1 = 0.0$, $A_2 = 2.1$, $\bar{\phi}_A = 0.3$, $\bar{\phi}_B = 0.7$

Figure 3.4: a) The profile of $\phi$ in the x axis direction at different time points. b) The profile of $\phi$ in the y axis direction at different time points. The x axis and y axis are noted in Figure 3.3.
3.4 Simulation Results

3.4.1 Single Hole-Shrink Process

In Figure 3.5, we consider the pure block copolymer hole-shrink process in two conditions: a neutral bottom surface(a and b) and an attractive bottom surface(c and d). The compositions of the block copolymer are $\bar{\phi}_A = 0.33$ and $\bar{\phi}_B = 0.67$. The chemical characteristics of the pure block copolymer are $A_1 = 0$, $A_2 = 1.5$, and $b_1 = b_2 = b_0 = 0$. In both cases, the side wall is attractive to the A block with $\lambda_{w-\phi} = 1.5$. As reported in the literature, a perfect hole-shrink morphology appears for the neutral bottom surface condition, while an attractive bottom surface leads to a residual B block layer near the bottom of the hole.
3.4.2 The Interfacial Energies in the OK Model

It is not easy to directly map the surface potentials in the OK model to real units since the molecular weight and chain length are not specified in the OK model. The coefficients $\phi_w$, $\psi_w$, $\phi_b$ and $\psi_b$ control which component wets the surfaces, while the coefficients $\lambda_{w-\phi}$, $\lambda_{w-\psi}$, $\lambda_{b-\phi}$ and $\lambda_{b-\psi}$ control the relative strength of the interfacial energies. In order to understand those surface potentials in real units, we used the TICG model as a calibration tool. When the TICG model and the OK model produce the same morphology while having the correctly matched other parameters, we have an understanding of the OK-model coefficients in real units by comparing to the interfacial parameters in the
TICG model. The $\Lambda_w^{A,N} = -2.0$ employed in the TICG model corresponds to a surface energy difference in the vicinity of $0.02 \ k_BT/nm^2$ according to Umang Nagpal et al. [71].

### 3.4.3 Single hole-shrink process optimization

We use the artificial 'bitmap' morphology as the target for evolutionary optimization of $\phi$. The 'bitmap' morphology has a value of $\hat{\phi}(r) = 1$ in the A-rich region and $\hat{\phi}(r) = -1$ in the B-rich region. The interface has $\hat{\phi}(r) = 0.5$ and -0.5 in the transition region. The natural periodicity of the 'bitmap' target morphology should be similar to the natural periodicity of the real morphology. With the CMA-ES method, we can successfully determine a near-optimal condition (components and surface chemistry) to generate the desired morphology.

For simplicity, we first use a 'bitmap' target, which is similar to the morphology in Figure 3.5 a)&b), to study the evolutionary process of the pure A-B block copolymer in the single hole shrink. The pure block copolymer represents a degenerate case of the mixtures; if the mixtures cannot find better optimization results, they will converge to the pure copolymer during the CMA-ES process. If the mixtures exhibit better performance, there will be an optimal solution for mixtures. In the case of the pure copolymer, the $\psi$ in the OK model is constrained to be 1.0 everywhere in the hole. The diameter of the single hole is set to be $2L_0 = 30$ because the natural periodicity of the pure copolymer in Figure 3.5a)&b) is $L_0 = 15$. The height of the single hole is set to be $1.33L_0 = 20$, which can be changed without affecting the condition of the hole-shrink cylinder.

As expected, the best composition of the A block is found to be 32.25%, which is in agreement with literature [63]. As $\phi_w = 0.427$ is a positive value and $\lambda_{w-\phi}$ is nontrivial, the wall surface is attractive to the A block. The bottom surface is neutral since $\lambda_{w-\phi}$ reduces to almost zero even though $\phi_b$ is a positive number. The lowest residual value of the objective function is 0.01631. Since the actual $\phi(r)$ in a certain cell can be -1 and the $\hat{\phi}(r)$ can be 1, the maximum value of the objective function can be 4 in the worst case. Therefore, the lowest average squared difference between $\phi(r)$ and $\hat{\phi}(r)$ in Figure 3.6 is only 0.4% of the maximum residual value of the objective function. The residual value of
the $\Omega$ describes how close the pure block copolymer morphology is to the target ‘bitmap’ morphology on average, with $\Omega = 0.0$ meaning that the $\phi$ in every cell of the equilibrium morphology is exactly the same as the target morphology, which is unachievable in the real hole-shrink process.

Figure 3.6: Pure A-B copolymer in the single hole-shrink CMA-ES process. a) Evolution of the objective function. c) Evolution of the chemical incompatibility parameter: $A_2$. b) Evolution of the components volume fraction. d) Evolution of the wall and bottom surface energy. e) Top and side views of the ‘bitmap’ target morphology and the morphology generated at the end of the CMA-ES process.

<table>
<thead>
<tr>
<th>$\bar{\phi}_A$</th>
<th>$\bar{\phi}_B$</th>
<th>$A_2$</th>
<th>$\lambda_{w-\phi}$</th>
<th>$\phi_w$</th>
<th>$\lambda_{b-\phi}$</th>
<th>$\phi_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3225</td>
<td>0.6775</td>
<td>1.87</td>
<td>2.42</td>
<td>0.427</td>
<td>0.00147</td>
<td>0.2225</td>
</tr>
</tbody>
</table>

Table 3.1: Evolutionary results of the A-B pure block copolymer in the single hole-shrink CMA-ES process.

Having established the CMA-ES optimization process for the pure block copolymer in the single hole, we can optimize block copolymer mixtures and compare the optimized results with those in the case of pure block copolymers. Figure 3.7 shows results for mixtures of A-B copolymer and B homopolymer. The B monomers in the B homopolymer are denoted as B’, to differentiate them from the B monomers in the A-B diblock...
copolymer. We assume that the B homopolymers are well mixed with the A-B diblock
copolymers, and therefore $A_1$ is fixed to 0 and there is no macrophase separation. The
optimized volume fraction of the A monomers is 32.7%, which is very close to the result
in Figure 3.6 and Table 3.1. The optimized wall surface energy remains attractive to
the minority block. The fact that $\psi_w$ is much larger than 1.0 and $\lambda_{w-\psi}$ is large means
that the wall surface is dominated by the A-B block copolymer. The bottom surface
still remains neutral as $\lambda_{b-\phi}$ is trivial. The bottom surface is also non-preferential to
A-B block copolymer and B homopolymer as $\lambda_{b-\psi}$ is almost zero. The lowest residual
value of the objective function in the A-B/B’ mixtures is 0.0153, which even lower than
the lowest residual value of the objective function in the pure block copolymer CMA-ES
process. It means that the mixtures of A-B block copolymer and B homopolymer also
can form the hole-shrink morphology close to the target morphology with the optimized
parameters in Table 3.2. Furthermore, in Figure 3.6c), the composition of the A-B/B’
has tried to converge to the pure copolymer condition. But the CMA-ES algorithm helps
the optimization process escape the local minimum and the compositions converges back
to A-B mixtures. Therefore, the A-B/B’ mixtures system in Table 3.2 is even more com-
petitive than the pure A-B block copolymer condition in forming the target hole-shrink
morphology.
Figure 3.7: A-B copolymer/B homopolymer mixtures (A-B/B’ mixtures) in the single hole-shrink CMA-ES process. a) Evolution of the objective function. b) Evolution of the components volume fraction (B’ represents the B homopolymer in contrast to the B block in copolymer). c) Evolution of $A_1$ and $A_2$. d) Evolution of the wall and bottom surface energy. e) top and side views of the ‘bitmap’ target morphology and the morphology generated at the end of the CMA-ES process.

<table>
<thead>
<tr>
<th>$\bar{\phi}_A$</th>
<th>$\bar{\phi}_B$</th>
<th>$\bar{\phi}'_B$</th>
<th>$A_2$</th>
<th>$\lambda_{w-\phi}$</th>
<th>$\lambda_{w-\psi}$</th>
<th>$\phi_w$</th>
<th>$\psi_w$</th>
<th>$\lambda_{b-\phi}$</th>
<th>$\lambda_{b-\psi}$</th>
<th>$\phi_b$</th>
<th>$\psi_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.327</td>
<td>0.208</td>
<td>0.465</td>
<td>1.68</td>
<td>2.9</td>
<td>2.0</td>
<td>1.12</td>
<td>6.2</td>
<td>0.0016</td>
<td>0.0013</td>
<td>-0.76</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 3.2: Evolutionary results of A-B/B’ mixtures in the single hole-shrink CMA-ES process.

In order to determine the reliability of our results using the OK model, we also use the Theoretical Informed Coarse Grained (TICG) model for the optimal solutions of the A-B copolymer and B homopolymer CMA-ES process. There is no one-to-one mapping function to transfer the reduced parameters in the OK model to the detailed parameters in the TICG model, since one set of parameters in the OK model can correspond to multiple sets of parameters in the TICG model. And no formula has been determined to transfer the value of $A_1$ and $A_2$ to Flory Huggins parameter in the TICG model. Therefore, we use the trial-and-error method to get the parameters in the TICG model that produce a
similar equilibrium morphology as that observed in the OK model optimization. There are some restrictions that we should follow in order to make the parameters in the TICG model consistent with the parameters in the OK model. Those restrictions are the following: the Flory-Huggins parameters between monomers B in copolymer and homopolymer should be 0: $\chi_{BB'} = 0$, the Flory-Huggins parameters $\chi_{AB}$ and $\chi_{AB'}$ should the same, and both should be above the order-disorder transition temperature (ODT), the volume fraction of the homopolymer should be $\bar{\phi}_B' = 0.465$, and the relationship between the volume fraction and chain discretization should follow the following formula: $\bar{\phi}_A/(\bar{\phi}_A + \bar{\phi}_B) = N_A/(N_A + N_B), \bar{\phi}_B/(\bar{\phi}_A + \bar{\phi}_B) = N_B/(N_A + N_B)$ and $\bar{\phi}_A/\bar{\phi}_B = N_A/N_B = 0.327/0.208 \approx 1.572$. The side wall should be attractive to the minority block and the bottom wall should be neutral. Through trial and error, we vary the parameters, including radius of the cylinder, and found a set of parameters which satisfies the parameter restrictions in the OK model and generate a similar morphology to that in the OK model, as shown in Table 3.3. In the TICG model, we found that in the A-B/B’ mixtures, B homopolymers with short chains is better than B homopolymer with long chains at forming perfect hole shrink morphology with the same volume fraction of $\bar{\phi}_B'$. Therefore, we use $N_{B'} = 4$ for the homopolymer and $N_{A-B} = 32$ for the diblock copolymer in the TICG model. However, this degree of freedom is lost in the OK model since the OK model does not specify the chains length directly. The morphology generated in the TICG simulation with those parameters in Table 3.3 is shown in Figure 3.8. The pink, green and purple beads represent the A, B and B’ polymer beads, respectively.

<table>
<thead>
<tr>
<th>$\chi_{AB}$</th>
<th>$\kappa$</th>
<th>$N_A$</th>
<th>$N_B$</th>
<th>$N_{B'}$</th>
<th>$\bar{\phi}_B'$</th>
<th>$\Lambda^A_w$</th>
<th>$\Lambda^B_w$</th>
<th>$\Lambda^A_b$</th>
<th>$\Lambda^B_b$</th>
<th>H</th>
<th>R</th>
<th>L</th>
<th>$\sqrt{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.15625</td>
<td>1.5625</td>
<td>20</td>
<td>12</td>
<td>4</td>
<td>0.465</td>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.0$R_e$</td>
<td>2.0$R_e$</td>
<td>0</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 3.3: Parameters for generating the perfect single hole shrink morphology in the TICG model with A-B/B’ mixtures.
We now turn our attention to the A-B block copolymer and C homopolymer mixtures. By substituting the definition $\phi \equiv \phi_A - \phi_B - \phi_{B'}$ with $\phi \equiv \phi_A - \phi_B$, we can use the Cahn-Hilliard Equations to find the equilibrium morphology for A-B/C blends. We use the same CMA-ES process to identify the optimal parameters in Figure 3.9 and Table 3.4. It is found that the C homopolymer volume fraction $\phi_C$ is automatically reduced to zero and $A_1$ also reduces to zero, which means there is no macrophase separation in the system. Because the C homopolymer is gone, the bottom and the wall surface are dominated with diblock copolymers, which is consistent with the result $\psi_w > 1.0$ and $\psi_b > 1.0$ in Table 3.4. By comparing Table 3.1 and Table 3.4, we find that the optimization parameters, such as $\phi_A$, $A_2$, $\lambda_{w-\phi}$ and $\phi_w$, for A-B/C mixtures is close to those for the pure A-B diblock copolymer. The average residual value of the objective function in degenerate A-B/C mixtures is 0.01635, which is approximately the same as that in the pure copolymer. Therefore, the optimal result of A-B copolymer/C homopolymer mixtures degenerates to the case of pure A-B copolymer.
Figure 3.9: A-B copolymer/C homopolymer mixtures (A-B/C mixtures) in the single hole-shrink CMA-ES process. a) Evolution of the objective function. b) Evolution of the components volume fraction. c) Evolution of $A_1$ and $A_2$. d) Evolution of the wall and bottom surface energy. e) Top and side views of the ‘bitmap’ target morphology and the morphology generated at the end of the CMA-ES process.

| $\bar{\phi}_A$ | $\bar{\phi}_B$ | $\bar{\phi}_C$ | $A_1$ | $A_2$ | $\lambda_{w-\phi}$ | $\lambda_{w-\psi}$ | $\phi_w$ | $\psi_w$ | $\lambda_{b-\phi}$ | $\lambda_{b-\psi}$ | $\bar{\psi}_b$ | $\bar{\phi}_b$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0.317 | 0.673 | 0.01 | 0.005 | 1.90 | 2.4 | 3.35 | 0.40 | 3.77 | 0.014 | 0.206 | 1.22 | 1.16 |

Table 3.4: Evolutionary results of A-B/C mixtures in the single hole-shrink CMA-ES process.

As before, we reproduce the single hole-shrink morphology in the TICG model using the same volume fractions as in Figure 3.10. Through trial and error under the following restrictions: $\bar{\phi}_A = N_A/(N_A + N_B) \approx 0.317$, $\bar{\phi}_C = 0.0$ and the $\chi_{AB}$ should be above the ODT, we find one set of parameters which can generate full cylinder morphology in the single hole, as shown in Table 3.5. The morphology generated using parameters in Table 3.5 is shown in Figure 3.10, which shows a perfect single hole shrink.
Table 3.5: Parameters for generating the perfect single hole shrink morphology in the TICG model with the A-B copolymer.

<table>
<thead>
<tr>
<th>$\chi_{AB}$</th>
<th>$\kappa$</th>
<th>$N_A$</th>
<th>$N_B$</th>
<th>$\phi_C$</th>
<th>$\Lambda_w^A$</th>
<th>$\Lambda_w^B$</th>
<th>$\Lambda_b^A$</th>
<th>$\Lambda_b^B$</th>
<th>H</th>
<th>R</th>
<th>L</th>
<th>$\sqrt{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.15625</td>
<td>1.5625</td>
<td>11</td>
<td>23</td>
<td>0</td>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.55R_e</td>
<td>1.91R_e</td>
<td>0</td>
<td>96</td>
</tr>
</tbody>
</table>

Figure 3.10: Single hole-shrink morphology generated by the TICG model using CMA-ES optimized volume fractions and surface energies for the A-B copolymer. a) The color map of the quantity: $(\phi_A - \phi_B) / (\phi_A + \phi_B)$. b) The VMD representation of the polymer beads in the TICG model, with the pink bead representing the A bead and the green bead representing the B bead.

3.4.4 **Double/multiple hole-shrink process optimization**

In what follows, we apply similar techniques to examine the double hole-shrink process. Like the single hole-shrink case, we first consider a pure block copolymer. We then compare the residual value of the objective function in the pure block copolymer with the residual value of the objective function for blends to understand the performance of mixtures in the double hole-shrink process. The simulation box in the double hole shrink is set up with parameters: $R = L_0$, $L = L_0$ and $H = 1.33L_0$.

The result of the CMA-ES process with pure copolymer in the double hole shrink is shown in Figure 3.11, where the lowest residual value of the objective function is 0.0161. Similar to the single hole-shrink process, the lowest average squared difference
between $\phi(r)$ and $\hat{\phi}(r)$ per cell in the pure block copolymer is the benchmark to compare the performance of the blends with the pure block copolymer. The optimized volume fraction of the A monomers shifts to 32.85% in the double hole-shrink process, which is similar to 32.2% in the single hole-shrink process. As expected, the side wall remains attractive to the minority block and the bottom surface remains neutral.

Figure 3.11: Pure A-B copolymer in the double hole-shrink CMA-ES process. a) Evolution of the objective function. b) Evolution of the components volume fraction. c) Evolution of $A_2$. d) Evolution of the wall and bottom surface energy. e) top and side views of the ‘bitmap’ target morphology and the morphology generated at the end of the CMA-ES process.

<table>
<thead>
<tr>
<th>$\bar{\phi}_A$</th>
<th>$\bar{\phi}_B$</th>
<th>$A_2$</th>
<th>$\lambda_{w-\phi}$</th>
<th>$\phi_w$</th>
<th>$\lambda_{b-\phi}$</th>
<th>$\phi_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3285</td>
<td>0.6715</td>
<td>1.75</td>
<td>0.8</td>
<td>0.25</td>
<td>0.00096</td>
<td>-0.29</td>
</tr>
</tbody>
</table>

Table 3.6: Evolutionary results of the pure A-B copolymer in the double hole-shrink CMA-ES process.

Figure 3.12 shows the CMA-ES evolutionary results for A-B/B mixtures in the double hole. The lowest residual value of the objective function in Figure 3.12 is 0.0159, which is lower than that for the pure A-B copolymer. Therefore, a certain volume fraction of B homopolymer has a positive effect on the hole-shrink process with A-B/B’ mixtures. Table 3.7 shows that the A monomers correspond to 32.9% and the B monomers correspond to 15.8% of the total composition; the B’ monomers in the homopolymer take
up the remaining 51.3% in the final optimization formulation. The wall surface is still attractive to the minority block and the bottom surface is neutral.

Figure 3.12: A-B/B’ mixtures in the double hole-shrink process.  

a) Evolution of the objective function. b) Evolution of the components volume fraction. c) Evolution of $A_1$ and $A_2$. d) Evolution of the wall and bottom surface energy. e) Top and side views of the 'bitmap' target morphology and the morphology generated at the end of the CMA-ES process.

| \( \bar{\phi}_A \) | \( \bar{\phi}_B \) | \( \bar{\phi}_{B'} \) | \( A_2 \) | \( \lambda_{w-\phi} \) | \( \lambda_{w-\psi} \) | \( \phi_w \) | \( \psi_w \) | \( \lambda_{b-\phi} \) | \( \lambda_{b-\psi} \) | \( \phi_b \) | \( \psi_b \) |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.329 | 0.158 | 0.513 | 1.75 | 0.9 | 0.076 | 0.278 | 0.345 | 0.0036 | 0.00011 | -0.74 | 0.37 |

Table 3.7: Evolutionary results of A-B/B’ mixtures in the double hole-shrink CMA-ES process.

As in the single hole-shrink process, through trial and error under the restrictions from the optimal condition in the CMA-ES process: \( N_A/N_B = \bar{\phi}_A/\bar{\phi}_B = 0.329/0.158 \approx 2.0 \) and \( \bar{\phi}_{B'} = 0.513 \), we found one set of parameters, as shown in Table 3.8, in the TICG model to verify the results of the double hole-shrink CMA-ES process. The morphology generated in the TICG model with A-B/B’ mixtures is shown in Figure 3.13. The bottom wall surface is still neutral and the side wall surface is attractive to the minority monomers.
Table 3.8: Parameters for generating the perfect double hole shrink morphology in the TICG model with the A-B/B’ mixtures.

<table>
<thead>
<tr>
<th>$\chi_{AB}$</th>
<th>$\kappa$</th>
<th>$N_A$</th>
<th>$N_B$</th>
<th>$N_{B'}$</th>
<th>$\phi_{B'}$</th>
<th>$\Lambda_w^A$</th>
<th>$\Lambda_w^B$</th>
<th>$\Lambda_b^A$</th>
<th>$\Lambda_b^B$</th>
<th>$H$</th>
<th>$R$</th>
<th>$L$</th>
<th>$\sqrt{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.15625</td>
<td>1.5625</td>
<td>22</td>
<td>11</td>
<td>4</td>
<td>0.513</td>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.55$R_e$</td>
<td>2.0$R_e$</td>
<td>2.0$R_e$</td>
<td>96</td>
</tr>
</tbody>
</table>

Figure 3.13: Double hole-shrink morphology generated by the TICG model using the optimal volume fractions and surface energies for A-B/B’ mixtures from the CMA-ES process. a) The color map of the quantity:$(\phi_A-\phi_B)/(\phi_A+\phi_B)$. b) The bead representation in the TICG model, where the pink beads, green beads and the purple beads are the A, B and B’ monomers, respectively.

Figure 3.14 and Table 3.9 show evolutionary results for A-B/C mixtures in the double hole. In the optimal composition, the A monomers in the copolymer take up 32.8% of the volume fraction and the B monomers take up 67.1%. The concentration of the C monomers in the homopolymer is negligible, below 0.1%. This indicates that pure A-B diblock copolymers are better than A-B copolymer and C homopolymer mixtures for the double hole-shrink geometry. The fact that the lowest residual value of the
objective function in Figure 3.14a) is 0.0161 also supports this conclusion since the lowest average residual value of the objective function in the double hole-shrink process with pure copolymers is also 0.161. As to the surface energy, the side wall remains attractive to the minority block and the bottom surface is neutral. $A_1$ reduces to zero as there is no macrophase separation.

Figure 3.14: A-B/C mixtures in the double hole-shrink CMA-ES process. a) Evolution of the objective function. b) Evolution of the components volume fraction. c) Evolution of $A_1$ and $A_2$. d) Evolution of the wall and bottom surface energy. e) Top and side views of the 'bitmap' target morphology and the morphology generated at the end of the CMA-ES process.

<table>
<thead>
<tr>
<th>$\bar{\phi}_A$</th>
<th>$\bar{\phi}_B$</th>
<th>$\bar{\phi}_C$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$\lambda_{w-\phi}$</th>
<th>$\lambda_{w-\psi}$</th>
<th>$\phi_w$</th>
<th>$\psi_w$</th>
<th>$\lambda_{b-\phi}$</th>
<th>$\lambda_{b-\psi}$</th>
<th>$\phi_b$</th>
<th>$\psi_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.328</td>
<td>0.671</td>
<td>0.001</td>
<td>0.0133</td>
<td>1.75</td>
<td>0.806</td>
<td>0.000322</td>
<td>0.25</td>
<td>0.0378</td>
<td>0.015</td>
<td>0.278</td>
<td>-0.294</td>
<td>0.859</td>
</tr>
</tbody>
</table>

Table 3.9: Evolutionary results of A-B/C mixtures in the double hole-shrink CMA-ES process.

We then use the optimal parameters for A-B/C mixtures obtained from the CMA-ES process as restrictions to explore which parameters in the TICG model generate a perfect double hole-shrink morphology. Same as the single hole shrink, since the A-B/C mixtures have degenerated to the A-B copolymer we only need to explore the pure A-B diblock copolymer in the TICG model. Through trial and error, we found a set of parameters which generate perfect double hole shrink morphology and also follow the restrictions:
\[ \phi_A = N_A/(N_A + N_B) \approx 0.328, \] as shown in Table 3.10. The morphology generated from the parameters in Table 3.10 is shown in Figure 3.15.

<table>
<thead>
<tr>
<th>(\chi_{AB})</th>
<th>(\kappa)</th>
<th>(N_A)</th>
<th>(N_B)</th>
<th>(\bar{\phi}_C)</th>
<th>(\Lambda^A_{w})</th>
<th>(\Lambda^B_{w})</th>
<th>(\Lambda^A_b)</th>
<th>(\Lambda^B_b)</th>
<th>(H)</th>
<th>(R)</th>
<th>(L)</th>
<th>(\sqrt{N})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>1.5625</td>
<td>10</td>
<td>22</td>
<td>0.0</td>
<td>-2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.55Re</td>
<td>1.91Re</td>
<td>1.91Re</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 3.10: Parameters for generating the perfect double hole shrink morphology in the TICG model with the A-B copolymer.

Figure 3.15: Double hole-shrink morphology generated by the TICG model using CMA-ES optimized volume fractions and wall surfaces energy for A-B/C mixtures. As before, a) is the color map of the quantity: \((\phi_A-\phi_B)/(\phi_A+\phi_B)\). The pink and green beads in b) are A and B monomers, respectively.

### 3.5 Discussion and Summary

In summary, we have combined the OK model for blends with the CMA-ES algorithm to present a methodology for optimizing the composition and wetting conditions of the
hole-shrink process. This algorithm is computationally inexpensive and can be applied to the DSA of polymer blends in any confinement.

The systems studied in our work are the single cylinder with \( R = L_0 \) and \( H = 1.33L_0 \) and the double hole with \( R = L_0, \ L = L_0 \) and \( H = 1.33L_0 \). We were able to determine the best composition and wetting conditions to generate an equilibrium morphology closest to the artificial ‘bitmap’ morphology. The target morphology was replicated best with polymer melts comprised of approximately 32% A-type monomers by volume fraction in both the single hole-shrink process and the double hole-shrink process. Both the pure block copolymer and the A-B/B’ mixtures can assemble the desired equilibrium morphology with certain wetting conditions. However, the A-B/C mixtures cannot regardless of the wetting conditions.

Although the OK model is a computationally inexpensive method that produces reasonably accurate results, it does have limitations. First, the OK model only uses the volume fractions of monomer components as input parameters and does not include the connectivity of the polymer chains explicitly. Therefore, after the CMA-ES optimization it remains unknown the ideal molecular weight of the polymers for assembly the desired morphology. To address this issue, we have to use the more physically descriptive TICG model. In our work, we found that even with the same volume fraction different molecular weights of the homopolymer B in the A-B/B’ blends result in different morphologies. When the homopolymer is short \( (N_{B'} = 4) \) compared with the A-B block copolymer \( (N_{AB} = 32) \), the homopolymer B mixes well with the A-B block copolymer and we achieves the desired hole-shrink morphology generated in the OK model. However, if the chain length of the homopolymer is comparable to that of the A-B copolymer \( (N_{B'} = N_{AB} = 32) \), the homopolymer aggregates into clusters, which leads to defective assembly in the hole-shrink process. Therefore, \( N_{B'} = 4 \) was used in the TICG model to generate the desired morphology given the volume fractions predicted by the OK model. Second, we have to get more accurate understanding of the energy scale in the OK model by calibrating the morphologies with those generated by the TICG model since the molecular weight and the chain connectivity are not specified in the OK model. It is not straightforward from
the OK model itself what the energy scale is in the system.
CHAPTER 4
EVOLUTIONARY PATTERN DESIGN FOR COPOLYMER DIRECTED SELF-ASSEMBLY

4.1 Abstract
Directed Assembly of Block Copolymers is rapidly becoming a viable strategy for lithography patterning of nanoscopic features. One of the key attributes of directed assembly is that an underlaying chemical or topographic substrate pattern used to direct assembly need not to exhibit a direct correspondence with the sought after block polymer morphology, and past work has largely relied on trial-and-error approaches to design appropriate patterns. With the CMA-ES algorithm introduced in the Chapter 2, we arrive at an efficient method for design of substrates leading to non-trivial, desirable outcomes.

4.2 Introduction
Lithography represents one of the key fabrication steps for nanoscopic devices, ranging from electronic circuits to storage media. [72] As critical device dimensions continue to shrink, alternative patterning strategies and materials are being sought to circumvent some of the challenges that arises at small length scales. These include roughness, pattern collapse, and defectivity. In recent years, the directed assembly of block copolymers on topographic or chemical patterns has received considerable attention as a viable and promising approach for lithographic patterning of ultra-small features. Block copolymers are known to spontaneously self-assemble into a wide range of ordered morphologies, including lamellar, cylindrical, and spherical structures. [72, 7] In thin films, the self-assembly can be directed through the use of chemical or topographic patterns on the underlying substrate. Past work has shown that it is possible to guide the assembly of simple diblock copolymers and their blends with homopolymers into all of the canonical features that arise in integrated circuits, including lines, bends, jogs, and spots.[7] An important concept in directed self-assembly is pattern interpolation, in which only a
subset of any desirable features appears on the substrate, and the block copolymer is used to fill-in the rest, thereby adding information to the fabrication process.

Dense, periodic arrays of lines or spots are of considerable interest for applications in dense storage media. [9, 73, 74, 75] As shown by Ruiz et al. [9], the underlying pattern used to direct the assembly of a cylinder forming diblock copolymer need not have the same density as the final storage device; one can pattern a subset of spots on the substrate, and then use the copolymer to create additional bits, thereby doubling, quadrupling, or generally multiplying the storage density of a device. For more complex layouts, such as those encountered in logic devices, a central challenge is to guide the materials to assemble into aperiodic, more versatile, and more complicated morphologies or geometries. Within the spirit of density multiplication, the underlying pattern used to guide the assembly need not have a one-to-one correspondence with the geometry of interest; therefore, we can use the same CMA-ES algorithm presented in Chapter 2 to design an optimal sparse pattern to direct block copolymer self-assembly into a target morphology.

### 4.3 Methodology

This work is described in the context of a surface pattern consisting of circular spots. Extensions to other types of patterns are trivial. The goal is to use the minimal number of spots on the surface to direct the assembly of a lamellar-forming diblock copolymer into a target morphology. To determine the equilibrium copolymer morphology for a given placement of the surface spots, we use the Ginzburg-Landau (GL) free energy functional, which is a simplified version of the OK model in pure block copolymer system. Similar to Chapter 2, we evolve the morphology using the Cahn-Hilliard equation. We also introduce the same “fitness” function which quantifies the difference between the target morphology and the current equilibrium morphology. The guiding patterns in this work are represented by a set of poles, with the number of spots held constant. The “fitness” function depends only on the spot positions as the composition of block copolymer is fixed. Then we use the CMA-ES strategy to minimize the fitness function.
4.3.1 Ginzburg-Landau Equation for Block Copolymer

We consider a system of pure diblock copolymers composed of A and B type monomers. A and B type monomers have the same reference volume and statistical segment length. The total number of beads and the volume fraction of A blocks are denoted as $N$ and $f$, respectively. Because there is no homopolymer in the system, Equation 3.1 can be simplified to the following equation as $\psi = 1$.

$$F[\phi] = F_S[\phi] + F_L[\phi] + \int dr H_{ext}[r]. \tag{4.1}$$

Same as in Chapter 2, $\phi \equiv \phi_A(r) - \phi_B(r)$ is the order quantifying the extent of phase separation and $H_{ext}[r]$ is the external potential representing the interaction between the guiding spots and the copolymers. The form of $H_{ext}[r]$ is different from that in Chapter 2 as the guiding pattern becomes poles instead of a flat or curved surface. We use the hyperbolic tangent function introduced in ref. [76], $H_{ext}[r] = -(1/2)V_0(tanh(-|r - R| + \sigma)/\lambda + 1)$, where $R$ is the position of the spot center, $V_0$ is the strength of the potential, $\sigma$ is the range of the potential, and $\lambda$ controls the steepness of the decay.

The other terms $F_S[\phi]$ and $F_L[\phi]$ can be got by substituting $\psi = 1$ in Equation 4.1 and Equation 3.6, respectively.

$$F_S[\phi] = \int dr \frac{1}{2} (\nabla \phi)^2 + W[\phi]. \tag{4.2}$$

$$W(\phi) = g_1(\phi) = -A ln \cosh(\phi) + \phi^2/2 \tag{4.3}$$

$$F_L[\phi] = \frac{\alpha}{2} \int dr \int dr' G[r, r'] \delta \phi(r) \delta \phi(r'). \tag{4.4}$$

The meaning of the parameters are the same as those illustrated in Chapter 2. Similar to Chapter 2, to find the equilibrium morphology, we use the Cahn-Hilliard equation to evolve the $\phi$ field, which is appropriate for conserved order parameters. Unlike the two Cahn-Hilliard equations in Chapter 2, there is only one Cahn-Hilliard equation, which is
Equation 3.12. Substituting the free energy expression in Equation 3.12, we get

\[ \frac{\partial \phi}{\partial t} = \nabla^2 [-\nabla^2 \phi - A \tanh(\phi) + \phi] + \nabla^2 H_{\text{ext}}(r) - \alpha \delta \phi \] (4.5)

To use the CMA-ES algorithm, we still quantify the objective function by the averaged squared difference between the current \( \phi_{\text{eq}}(r) \) and \( \hat{\phi}(r) \) per cell, which is Equation . Our goal is to optimize spot positions by minimizing \( \Omega \).

### 4.4 Results

#### 4.4.1 Phase Diagram in the A-f Plane

Before optimizing the spot positions using the evolutionary algorithm, we explored the effects of various controlling parameters in the generic CH equation. Figure 4.1 shows the typical morphologies obtained for various values of A and f, and at a fixed value of \( \alpha \). Here \( f \equiv \phi_A - \phi_B \) is the block volume fraction that controls the symmetry of the morphology. And A is the same parameter defined in Chapter 2, which controls the strength of incompatibility between different blocks.

The results in Figure 4.1 are consistent with the physical meaning of A and \( \alpha \). For \( A \leq 1.0 \), homogeneous morphologies are found for all f values. For \( A > 1.0 \), the lamellar patterns are found at compositions close to \( f = 0.5 \), and the hexagonally packed cylindrical morphologies are found at asymmetric compositions, even though in both cases the presence of defects is apparent.

In what follows, we focus on systems forming a lamellar morphology, and use the following parameters: \( A=1.3 \), \( f=0.5 \) and \( \alpha=0.002 \). This set of parameter gives distinct lamellar having a natural periodicity of \( L_0 \approx 20 \).
Figure 4.1: 2-D phase diagram at varying values of A and f, for $\alpha = 0.02$. Morphologies are obtained by evolving the CH equation for $2 \times 10^8$ steps from a random initial configuration($\delta t = 0.01$). The grid size: $100 \times 100$.

4.4.2 Optimization Using Evolutionary Algorithm

We now present results obtained using the CMA-ES optimization. As mentioned in Chapter 2, the population size is $\lambda=28$ and the number of fitting samples used to spawn new trajectories is $\mu=4$. The first target morphology defined here is a pattern mimicking the letter “I”, shown in Figure 4.2. The number of anchoring spots representing the chemical pattern is 9. Initial spot positions are generated at random, and the initial morphology is calculated by evolving the CH equation, as shown in the inset of Figure 4.2(a). At each iteration step, the spots are repositioned using the CMA-ES algorithm, and the equilibrium morphology is generated by solving the CH equation. The values of the objective function calculated using Equation 4.3.1 and are spotted in Figure 4.2(a), as a function of iteration number(also see the insert for a plot on a logarithmic scale). The results suggest that the magnitude of the objective function decays nearly exponentially,
and that there exists two convergence rate regimes. The first (below 150 iterations) has a smaller slope; the second regime (above 150 iterations) has a greater slope, implying that the spot positions are first optimized globally, and then locally. The results also show that the optimal spot positions are identified within 250 evolution iterations, and that the residual value of the objective function drops to the level of $10^{-8}$. The final configuration and the corresponding spot positions are shown in Figure 4.2(c).

To verify that the solution identified by CMA-ES is at least a local optimal, we performed the following test: we first place the spots at ideal positions that are likely to generate the “I” pattern, and then use the solution of the CH equation as the target morphology and re-iterate from a random state. Since now the target morphology is a solution of the CH equation, it is also a well-defined minimum of the objective function Equation 4.3.1, and ideally the minimum should be bracketed by the CMA-ES algorithm. This is indeed confirmed by our results. On the other hand, in general, the exact spot positions obtained from CMA-ES optimization depend slightly on the initial configuration. One way to reduce this dependence is to conduct multiple optimizations, and use the average.

To further demonstrate that the CMA-ES only has a weak dependence on the initial pole arrangement, we show in Figure 4.3 the optimization results obtained using three distinct ways of generating the initial pole arrangement, by placing poles: (1) randomly, (2) regularly on a lattice, and (3) at a single point. In all three cases, the convergence rates as evidenced by the objective function values are comparable, and the converged morphologies are nearly identical. Indeed, one particularly attractive feature of the CMA-ES optimization is that it has a stronger dependence on the initial step size (searching radius) than the initial pole position. Furthermore, the searching radius in CMA-ES is self-adaptive; the algorithm can refine the value progressively as the morphologies are evolved based on the closeness to the target morphology.

To further test the efficiency of the CMA-ES algorithm, we used several other non-trivial patterns. Two sets of target and optimized morphologies are shown in Figure 4.4, which mimic the letters “M” and “E”, respectively. Both of these two patterns are gen-
generated using the same parameter set as the pattern “I“, and the convergence behaviors are similar.

Figure 4.2: Evolutionary results of the “I“ pattern. (a) Evolution of the objective function; (b) The target morphology. (c) The optimal morphology and the spot positions. Parameters: A=1.3, α=0.002, and N=50.

Figure 4.3: Convergence behavior of the CMA-ES optimization using three different ways of generating the initial set of pole arrangements: (1) completely random; (2) lattice based; (3) at the same starting point.
Figure 4.4: Target and optimal morphologies for the “M” and “E” patterns. The parameter set is the same as that in Figure 4.2

4.5 Summary

We have presented a methodology to solve the pattern design problem by using a Cahn-Hilliard equation to find the equilibrium morphology of diblock copolymers and by using the CMA-ES algorithm to optimize the underlying chemical pattern. The applicability and usefulness of the proposed strategy were demonstrated by using lamellar forming diblock copolymers to create three nontrivial target morphologies.

The size of the systems considered here was modest, about $2L_0 \times 2L_0$, and the overall calculation time required to generate an optimal solution was approximately 8 hours on a single processor. The extension of the methodology to larger systems and different morphologies is straightforward. The computational efficiency of the proposed approach could be easily increased by using parallel algorithms: (1) The numerical complexity for solving the CH equation scales with the system size ($N^2$). This step involves essentially matrix vector products, and can be readily parallelized. (2) The CMA-ES essentially involves a set of independent populations, which can also be parallelized in a trivial way.

The objective function used in this work is the simplest that one can think of. More elaborate versions could potentially be used to improve the rate of convergence. For instance, instead of calculating the difference in real space, one may consider the difference in Fourier mode coefficients. Assigning different weights to long and short wavelength modes may lead to a more efficient optimization behavior. The Cahn-Hilliard equation was used in this work to resolve the composition profile. As a generic framework, the equation also enables us to study assembly dynamics, and can be adapted to study more
complex systems, including polymer mixtures in Chapter 2. These possibilities will be addressed in future work.
CHAPTER 5

FINAL REMARKS AND FUTURE WORK

This work attempts to address some of the key challenging issues pertaining to the rheology of entangled nanocomposites and the industrial applications of the DSA process.

In Chapter 2, we described the TICG model for homopolymers and nanoparticles. Then we also discussed how to use the grand-canonical ensemble and Monte Carlo (MC) algorithm to simulate slip springs in the nanocomposites, where we use Brownian Dynamics to evolve the system. The slip springs place temporary topological constraints to the polymer chains and act as entanglements in the nanocomposites. We first studied the radial distribution function of polymer beads and slip springs around a single nanoparticle. Though both the polymer beads and the slip springs have depletion layers surrounding the nanoparticle, the depletion layer of slip springs is deeper than the depletion layer of the polymer beads. Therefore the probability of forming slip springs on a single bead is actually lower than that probability in the bulk, which means that the polymers are less entangled close to the nanoparticle surface. Then we computed the radial distribution of polymer chain ends surrounding the nanoparticle. The polymer chains ends show much less depletion layer than that of polymer beads, which means that the polymer chains are less influenced by the depletion force.

Next, we studied the diffusion of the single nanoparticle in entangled and unentangled homopolymers. When the size of the nanoparticle is small, the diffusion of the nanoparticle in entangled polymer melts show linear scaling law $\sim t$. However, when the size of nanoparticle is comparable to or larger than the entanglement mesh size, the scaling law in entangled nanocomposites can be as low as $\sim t^{0.3}$. This nonlinear diffusion region does not show up in unentangled nanocomposites when the size of the nanoparticle increases.

Finally, we studied loaded nanocomposites system. The addition of the nanoparticles decreases the density of slip springs in our system, which make the nanocomposites less entangled. This effect will be reduced as the size of particles becomes larger. In addition, because the stress correlation function related to the core has faster decaying power rate than the stress correlation function related to the bond, the free volume effects also
contribute to the decrease of viscosity when the size of the nanoparticle is small. This non-Einstein like decrease in viscosity with the addition of nanoparticles has been confirmed by Mackay. et.al. [32] After the size of the particles increases, the Einstein predictions will be recovered. However, it still remains a question where the turning point happens. What’s more, the rheology of the non-equilibrium entangled nanocomposites also hasn’t been explored. And the rotation of nanoparticles should be added into such systems as rotation is a very important feature of nanoparticles in the shear flow.

In Chapter 3, we introduced the CMA-ES algorithm and the OK model for copolymer/homopolymer mixtures. We combined these two methods and introduce a methodology which optimize the compositions and the surface energies together in order to generate the perfect hole-shrink morphology. We applied the new methodology in the pure block copolymers, the A-B/B’ mixtures and the A-B/C mixtures in two different scenarios: the single hole-shrink process and the double hole-shrink process. We found that both the pure block copolymer and the A-B/B’ mixtures can form the desired perfect hole-shrink morphology under certain conditions of compositions and surface energy. However, the A-B/C mixtures is always a bad choice in forming perfect cylinder in the hole-shrink process compared with the other two compositions. Current work only studied the hole-shrink process with side wall attractive to the minority block, in the future we should also study the systems with the side-wall surface attractive to the majority block and the shape of contact hole could also be taken into account as an optimization parameter.

In Chapter 4, we reduced the composition to only pure block copolymer and arrive at an efficient method for design of substrates leading to non-trivial, desirable morphologies in the 2-D system. The lamellar forming diblock copolymer is used in the system with $\phi_A = 0.5$. Then we use the CMA-ES method to optimize the pole positions and is able to generate the desirable morphologies in an efficient way. However, the applications of this methodology is still limited as the compositions we study is pure block copolymers and we assure that the system is in 2-D system with periodic boundary conditions, which is unrealistic. In the future work, the diverse compositions such as copolymer/homopolymer...
mixtures should be explored and complex systems with different shapes and finite boundary conditions should also be examined.
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